ISSN 1342-2804

Research Reports on
Mathematical and
Computing Sciences

A Robust Optimization Method with Successive
Linear Programming for Intensity Modulated
Radiation Therapy

Masaaki Tamai and Makoto Yamashita

November 2021, B-494

Department of
Mathematical and
Computing Sciences
Tokyo Institute of Technology

series B: Q0@ rations Research




A Robust Optimization Method with Successive Linear
Programming for Intensity Modulated Radiation Therapy
Masaaki Tamai [l and Makoto Yamashita [

November 8, 2021.

Abstract: Intensity modulated radiation therapy (IMRT) is one of radiation therapies for cancers,
and it is considered to be effective for complicated shapes of tumors, since dose distributions from
each irradiation can be modulated arbitrary. Fluence map optimization (FMO), which optimizes
beam intensities with given beam angles, is often formulated as an optimization problem with dose
volume constraints (DVCs). Romeijn et al. (2003) developed a linear programming (LP) method
that approximated DVCs, and Kishimoto and Yamashita (2018) modified it to a successive LP
method (SLPM) to find a feasible treatment plan in a wider region than the method of Romeijn
et al. However, these two methods did not consider uncertainty, like observational errors or beam
inaccuracy, in a series of treatment planning.

In this paper, we propose a numerical method that enhances SLPM utilizing a robust optimiza-
tion approach. We mathematically prove that the proposed method with extended LP problems
holds favorable properties of SLPM, even taking uncertainty in influence matrix into considera-
tion. In particular, when the optimal value of the LP problem is non-positive, the proposed method
guarantees that the output solution can satisfy all DVCs. Through numerical experiments, we ob-
served that the proposed method found a feasible plan that SLPM could not find. Even when the
proposed method could not output a feasible solution, it was still effective to reduce the largest
deviations from DVCs.

Keywords: Intensity modulated radiation therapy, Fluence map optimization, Robust optimiza-
tion, Linear programming, Conditional Value-at-Risk

1 Introduction

Advances in technology have improved the accuracy and precision of radiation therapy, and radia-
tion therapy is now recognized as one of three major treatments as well as surgery and chemother-
apy. Especially, intensity modulated radiation therapy (IMRT) is used to various cases such as
concave shapes of tumors, since the radiation irradiated from each beamlet can be modulated to
fit the shapes of tumors by controlling the movement of multi leaf collimator (MLC). It is desirable
in IMRT treatment planning that tumors (planning target volumes, PTVs) receive a reasonably
high dose and healthy organs near tumors (organs at risk, OARs) receive a much low dose [3], and
such computation can be formulated as optimization problems.

There are three optimization problems; beam angle optimization (BAO), fluence map opti-
mization (FMO), and leaf sequencing problem. BAO is a problem of minimizing the number of
irradiations and optimizing the angle of each irradiation. Minimizing the number of irradiations
is to effective ease the burden on the patient, and it is practical to irradiate from 5 to 9 direc-
tions [8]. FMO is a problem of optimizing the dose distribution of each irradiation given beam
angles. Leaf sequencing problem is a problem of minimizing the movement of MLC under the
given dose distribution in order to reduce the treatment time.
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FMO frequently contains specific constraints called dose volume constraints (DVCs). However,
if we express DVCs rigorously in optimization models, they require integer variables. Solving such
optimization problems is known to be NP-hard [I8], therefore, a reduction in computation time
is an important factor. Romeijn et al. [14, [I5] introduced a concept of conditional Value-at-Risk
(C-VaR) to replace the DVCs with constraints that can be described in linear programming (LP)
problems. Though this C-VaR method reduced the computation time, the region of treatment
plan with the C-VaR constraints was much narrower than that with the original DVCs, and this
method sometimes failed to find a feasible plan. Kishimoto and Yamashita [12] relaxed the C-VaR
constraints by detecting outliers so that the resultant LP problems always have a feasible solution.
Their successive LP method (SLPM) repeatedly solved LP problems updating the outliers, and it
can find a feasible plan between the C-VaR constraints and the original DVCs.

On the other hand, in medical practice, the sequence of treatment planing includes various
uncertainty, such as noises in MRI and CT images, inaccuracy in delivering dose and patient’s
movements during irradiation. These uncertainty should be addressed to make treatment plans
with more robustness. Chan et al. [4, [5] developed an algorithm to reduce an entire error by
dividing the set of irradiations into several subsets while updating a lung state for each irradiation
based on an assumption that the lung state changes stochastically. Stemkens et al. [I7] proposed
a framework to generate a subject-specific motion model on a voxel-by-voxel basis by performing
a principal component analysis (PCA). However, the C-VaR method and SLPM mentioned did
not consider these uncertainty, so these two methods might be vulnerable to such uncertainty.

In this paper, we propose a numerical method that combines a concept of robust optimization
with SLPM. It was proved in [12] that SLPM can find a treatment plan that satisfies all the
DVCs when the optimal values of its LP problems drop below zero. By extending the proof in
[12], we show that the proposed method still possesses this favorable property even though the LP
problems in the proposed method involve additional variables for robust optimization.

Through a numerical experiment with test instances of TG119 [I0], the proposed method
obtains solutions that satisfy all DVCs in more situations than SLPM. Even when the proposed
method could not find a feasible solution, we also observe that the proposed method was effective
to reduce the largest deviations from DVCs.

In addition, when we extend the objective function in the LP problems with penalty terms,
we can give a higher priority to specific DVCs. For the Head and Neck dataset in the TG119
instances, all DVCs are satisfied by the use of the penalty terms, and for the MultiTarget dataset,
we can reduce the deviations from the DVCs for the organ that receives the highest doses.

The rest of this paper is organized as follows. In Section [2| we introduce notation related to
FMO, then explain existing methods. We describe the proposed method in Section [3] and discuss
its mathematical properties. Section 4] shows the results of numerical experiments on the TG119
instances. In Section [5] we discuss an extension of the proposed method by incorporating the
uncertainty in lung states considered in Chan et al. [4, 5] and show that a corresponding problem
in each iteration remains as an LP problem. Finally, the conclusions are given in Section [6]

2 Preliminaries and Existing Methods

In this section, we briefly introduce notation in FMO, then we describe the C-VaR method by
Romeijn et al. [14] [15] that approximates the difficult DVCs by linear constraints. In Section
we also shortly discuss a framework of the successive LP method (SLPM) in [12].



2.1 DVCs and C-VaR type constraints

In IMRT optimization, to calculate the dose efficiently, the beams are discretized into small areas
called beamlets. Similarly, the organs are also discretized into small volumes called voxels. Let &
and J be the set of organs and the set of beamlets, respectively. We use Z; to denote the set of
voxels in s € S. We can calculate the dose of the ith voxel in organ s € S as zg = Zjej[Ds]ij:Uj,
where z; is the inteinsity of beamlet j, and D, is an influence matrix of organ s, that is, [Dg;;
represents the absorbed dose of voxel i in organ s from beamlet j at unit intensity. The size of Dy
is |Zs| x |J|, where the notation |X| is used to denote the cardinality of a set X. Through this
paper, we use Gray (Gy) as the unit of dose.

For the availability of a treatment plan, it is desirable to satisfy all of dose volume constraints
(DVCs). DVCs are classified into two types, lower DVCs and upper DVCs. The lower DVCs are
often used for PTVs so that most voxels in PTVs receive doses of a certain level, while the upper
DVCs are mainly set for OARs to prevent high irradiation to health tissues. Let A, C (0,1) and
As € (0,1) denote the sets of ratios used in the lower and upper DVCs for organ s, respectively.
A lower (upper) DVC on organ s with respect to a ratio a € A, (o € A) is a constraint that
the fraction of voxels which receive at least LY Gy should be no less than a (no more than a,
respectively). More precisely, a lower DVC and an upper DVC can be formulated as

i € Zslzsi > LY > afZs| and [{i € Zs|zes > UG} < of Zs),

respectively. In a mixed-integer linear programming formulation, a lower DVC is composed of the
constraints below:

zsi > Lgbg; (i € L), Z by > a|Z, bg; € {0,1} (i € Zy)
i€,

This formulation expresses a DVC rigorously, but it involves a binary variable for each DVC and
each voxel, therefore, it often demands long computation time. Acutually, FMO problems with
DVCs are proved to be NP-hard [1§].

In order to reduce the computation cost, faster optimization approaches that do not involve
binary variables are required. Based on a concept of conditional Value-at-Risk (C-VaR) [13],
Romeijn et al. [14] 15] replaced the time-consuming lower and upper DVCs with cheaper linear
C-VaR constraints of the following forms:

gj 1—a|I|Z —24)T > LY seS;ac A,
iel, (1)
1 _ _
S D (zi— )T < U seS;acd,,
alZ -

where (7 € R and (% € R are additional decision variables, and (z)* = max{z,0}.

Flgure 1| illustrates a difference between a DVC and its C-VaR constraint. (This figure will
also be used to illustrate the use of a hot spot in the approach of [12] in the next subsection.)
The horizontal axis and the vertical axis represent the absorbed dose (Gy) and the percentage of
voxels in a structure, respectively. The blue curve in Figure [1|is a dose volume histogram (DVH);
for example, if the histogram passes a point (50 Gy, 95%), 95% of voxels receive a dose of 50 Gy
or higher.

For a € A,, a DVC demands that the lowest dose received by the highest o fraction of voxels
(the left end of the red and blue areas) be at most U$'. In contrast, the C-VaR constraint
requires the average dose received by the highest « fraction of voxels (the average of the red and
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Figure 1: DVH and a comparison between DVC and C-VaR constraint

blue areas, which is indicated by the dotted vertical line “conventional CVaR,”) be at most U
The average dose is larger than the lowest dose, thus any solution satisfying the C-VaR constraint
of form also satisfies the original DVC (a mathematical proof of this property was given in
[12]). The gap between the average and the lowest doses implies that the feasible region of the
C-VaR constraints is narrower than that of the DVCs. Therefore, there is a possibility that the
C-VaR method [14, [I5] may discard a feasible solution of the original DVCs.

2.2 Successive Linear Programming Method

To reduce the gap between a DVC and the corresponding C-VaR constraint, Kishimoto and Ya-
mashita [12] proposed a successive linear programming method (SLPM) by introducing a concept
of hot and cold spots.

The average dose related to an upper DVC is affected strongly by a small number of voxels that
receive extremely high doses. In SLPM, such voxels are automatically detected as a hot spot. In
Figure [l a hot spot is illustrated as the blue area. Removing the hot spot from the computation
of the average dose shifts the average to the left, thus the gap between the lowest dose and the
average dose (in only the red area) will be tighter, therefore, it becomes easier to satisfy the DVC.

A framework of SLPM can be given as Algorithm |I| For the kth iteration, we use Ry ; C T

and R; s C I to denote the cold spot and hot spot, respectively, and we solve the following LP:

min ¢ (2a)
s.t. Z [Ds]ijll?j = Zsi seS;i el (Qb)
jieJ
Ly — Pt < zy5 <Us+ Pt s€eS;iely (2¢)
1
¢¢ - & (C* —zs)t > LS — P3t seS;ac A, (2d)
S AR AP I
1€ S\Ek’s
w04 ]- < =01 —
o+ ———= > (2i— ()T <UX+ Pt seS;aec A, (2¢)
AL~ R e
T s k,s
Tj, 25 >0 seS;ielgjed (2f)

¢ CY,t € R: free variables,



In , B?,F?, P, P are parameters that control weights of DVCs. The constraint is derived
from bounds L; < zg < Ug that each voxel should satisfy. The cold spot ﬂzﬂs and the hot spot
Rz, s are removed from the computation for the averages in and , respectively. These spots
are updated by the rule in Algorithm

Algorithm 1 A framework of Successive Linear Programming Method

Initialize: Set parameters Bg,?g, P, P, with positive values, and set maximum number of it-

erations with K. Let the initial cold and hot spots be empty sets; R, = 0 and R, = 0.

for k =1to K do
Solve the kth LP problem and let its optimal value be ¢, and the optimal beam intensities

be z*.
Ceilculate absorbed dose zg; = Zj c j[DSL-jx;? , and update cold and hot spots by the following
rules:
—?kJrl),s = {ilzsi < LY — PJty}, E((XkJrl),s = {i‘zsi > Ug + F?tk} (3)
end for
return ¢

Kishimoto and Yamashita [I2] proved the following proposition.
Proposition 1. [12] SLPM with as the kth LP problem enjoys the following three properties:

(i) For each k > 1, the kth LP has an optimal solution.
(ii) If the optimal value t; in the kth LP satisfies ¢, < 0, then all DVCs are satisfied.
(iii) The sequence {t;} is monotonically non-increasing, that is tx4q1 < ty for k > 1.

It was pointed out in [12] that the optimal value ¢, in (2]) can be regarded as the largest deviation
from DVCs at the kth iteration adjusted by the parameters B?,P?,Bs, and P,. Property
guarantees that Algorithm |1 can find a solution in each iteration, since SLPM can detect the cold
and hot spots adequately. This is different from the C-VaR method [14} [15], which cannot output
useful information if no solution can satisfy all the C-VaR constraints even when there is a solution
that satisfies all DVCs. Furthermore, due to Property , SLPM reduces the deviation in each
iteration, and this leads to a solution that satisfies all DVCs when ¢; < 0 in Property .

2.3 Robust Optimization

For latter discussions, we give a brief introduction of robust optimization (for more details, see
Bental et al. [I] and the references therein). Roughly speaking, the concept of robust optimization
is to optimize a given objective function over a feasible set that includes uncertainty. Suppose that
we are solving an optimization problem

n n
min Z ciy; st Z a;y; < b, (4)
i=1 i=1

where the input data are a € R",b € R,c € R". We assume that (a,b) € R" x R belongs to an
uncertainty set U = {(a, b)‘(a, b) = (a®,b%) + Zlel &(al,b) € € Z}, where ag,ai,...,ar, € R"

and bg, by, ...,br € R are parameters and Z C R” is a closed convex perturbation set.



In a global robust optimization, the objective function is optimized in a region that the con-
straints are satisfied for any input data in Z, thus a robust counterpart of can be formulated
as

mﬁélnzciyi s.t. Zaiyi <b V(a,b) €U, (5)
yeR =1

i=1

and this can be equivalently rewritten as

minniciyi s.t. max <Z a;y; — ) (6)

yER i—1 (a,b) e

For solving optimization problems that involve constraints like or (@ in a practical time,
the perturbation set Z is usually a box (like —6 < & < ¢ for each [ = 1,..., L with a parameter
0 > 0) in [I6] or an ellipsoid in [I]. It was shown in [I] that optimization problems of a linear
objective function over the box or ellipsoid perturbation set can be converted into LP problems or
second-order cone programming (SOCP) problems, respectively. Since the computation time is an
important factor in the IMRT optimization and the computation cost of LP problems is usually
less than that of SOCP problems, our interest is the boxed-shape perturbation set.

3 The Proposed Method

SLPM [12] did not consider data which includes uncertainty of beam irradiations or a movement
during treatment, therefore, it is more practical to solve an optimization problem assuming that
the data contains uncertainty. We propose a numerical method that combines SLPM with the
concept of robust optimization, and we will show that Proposition [I| can still hold in the proposed
method.

3.1 The Proposed Method

A framework of the proposed method is given in Algorithm [2Jand it is a modification of Algorithm /]|
with a replacement of the kth LP problem with its robust counterpart below. We call the
proposed method SLPM-R (SLPM with Robust).

Algorithm 2 A framework of the proposed method (SLPM-R)

Initialize: Set parameters Bg,ﬁ?, P, Ps with positive values, and set maximum number of it-
erations with K. Let the initial cold and hot spots be empty sets; RY, = 0 and Ry, = 0.

for k=1to K do
Solve the kth extended LP problem and let its optimal value be t; and the optimal beam
intensities be z¥.
Calculate absorbed doses z,; = > 7[Ds — (5\D;|]ngc§C and Zg = 3, 7[Ds + (5\D’8Hijmé?, and
update cold and hot spots by the following rules:

(k+1 - {7’|Zsz < La B?tk}, R?k—i—l),s = {7;|§Si > U;l +F§{tk} : (7)

end for

return X




A treatment plan in clinical practice contains various uncertainty, such as measurement errors
in CT and MRI imaging, numerical errors in QIB method [II]. In the proposed method, we focus
uncertainty in the influence matrix and assume that other uncertainty elements are implicitly
reflected in uncertainty of the influence matrix.

Recall that the order of the influence matrix Dy is |Zs| x | J|. We assume that a perturbation
set Z; is given as a box set, so that D; is described as

Dy=D%+Z,0D,,

where X oY is the element-wise product ([X oY];; = X;;-Y;5), DY € RZ:IT 1 and D, e RIZ:1xIT]
are parameter matrices and =g is taken from the box-shaped perturbation set

ZSZ{ESGR|L‘X|J| 6 < [Bi; <6 for izl,...,m,jzl,...,n}.

We can choose the same § > 0 for all voxels by adjusting DY and D; appropriately. For instance, if
3 < [Dg)11 < 7 and 10 < [Dy]12 < 12, we take [D%]1; = 5, [D%19 = 11, [D.]11 = 2, [D.]12 = 1 with
6 = 1. In the numerical experiment later, we will change § to evaluate the effect of the uncertainty
range.

To derive the robust counterpart of the LP problem in SLPM, we first focus on an upper
bound for each voxel of form Zje j[DS]ijxj < Uy + Pgt. In similar steps from ([4]) to @, we
convert this constraint:

> [Ddijwj < Us+ Pst = > DS+ Z,0 DJijz; < Us+ Pit VZ, € 24

ied ied

& Z [DY);;2; + max Z [Es 0 D;]ijxj < Us + Pgt
: 2525
ieJ jeJ

& Y [DNirs+ 06 Y |[Dyijley < Us + Pt
jeJ jeJ

A Z [Dg + 5|D;HU$] <Us +P5ta
jeJ

where \D;| is the matrix who takes element-wise absolute values of D;.
To apply the same procedure to the inequalities in (2)), we split the variable zg into two
variables z,, and Zg; for lower and upper DVCs, respectively. Consequently, we derive the robust



counterpart of as follows:

min ¢ (8a)
st. > [DY—8|D s = 2z s€8;icT (8b)

ieJ
Z[D2+5|[D;|]ijj = Zgi seS;iely (8(3)

ieJ
Ly~ Pit<z, s€SieT, (8d)
Zoi < Ug + Pt seS;iely (8e)

1
@ — ¢z )T > LY — PY% S; A 8f
- aEE Y, S RH B sesecs @
i€L\RE
G+——= D, G- <US+Pt s €Ssa e Ay (82)
O‘|IS‘ - |Rk,s| ieI»\Ez

Tj, Zgiy Zsi = 0 se8Sielgjed (8h)

Q?,Z?, t : free variables.

Corresponding to the split of zg; into z,; and Zg;, the update rule (3) in SLPM for the cold
spots and hot spots are modified as in SLPM-R.

In (8)), we use the simple objective function ¢ in the same way as . We will consider a variant
of this objective function in Section

3.2 Properties of The Proposed Method

The proposed method (SLPM-R) shares the basic framework with SLPM of [12]. However, it is
not obvious whether SLPM-R can keep the three properties in Proposition [I], since we split zg;
into z; and Zg. Therefore, we extend the proof in [12] along with SLPM-R. As a result, SLPM-R
retains the properties and this indicates that SLPM-R can find a favorable treatment plan within
robust optimization.

Proposition 2. The three properties , and in Proposition |1] hold in SLPM-R.

To prove Proposition [2] we will use Lemma [I| below. Thus, we first give a proof for Lemma
then prove Proposition [2

Lemma 1. For each s € S and a € A,, any feasible point in (§) satisfies ¢t > <maxz. eT\Ro | Zsi — L?) /P
Similarly, for each s € S and « € A, any feasible point in satisfies t > —U%/PY,.

Proof. For each s € S, a € A,, we know 0 < v < 1, thus it holds that

1 1
@ « + a a +
G~ (1 — a)|Z,| — |RY,] o€zt < - =B > (€ - zy)
S il Ry, TRl e T R
1 1
= +
TEEL {@-@-zr}< T 2 {cr—(co -z}
o i€L\Ry ks i€L\R, ,
1
Si max Zz. — max Z.;.
Tol = 1BR|  f, ieomp, " ieagp,
S\=k,s



Therefore, from (Bf), we obtain LY — Pt < MaX;e 7 \py 2

v

Zg, and this is equivalent to t

Similarly, for each s € S, a € A, we know

—o 1 —a <o 1
(s ¥ ———=a (Zsi =€) 2 (G + = (Zsi = C)F
alZs| — | Ry 2 1 Zs| = [Rysl )3

i€L\Ry, , €eL\R; .

1 o
AR > {T e 20

i€L\Ry, ,

where the last nonnegativity is derived from an inequality p + (¢ — p)*™ > 0 which holds for
Vp € R,Vq > 0. Therefore, from , we obtain U$ + Pgt > 0. O

We are now prepared to give a proof of Proposition

Proof of Proposition[4 We start from Property . Since is an LP problem, we can utilize the
duality theorem [6], therefore, it is sufficient to show two points; (a) a feasible solution exists in
and (b) there is a lower bound of the objective function ¢t. We will prove these by induction. When
k =1, it holds for all s € S that (1 — a)|I | > |RY,| and o|Zs| > |§?s| since R{, = Riys =0
and 0 < a < 1, thus the denominators (8f) and ( . are nonzeros. Let z; =0 (j € J), Zu =

—O(SESZEI) ¢ —O(SESQGA) ¢r=0(s€eS, aeA,). By taking ¢ such that

t > max {%, maXaeA, {%}}, the LP ( . ) has at least one feasible solution. Next, we verify a

lower bound of the objective function ¢. From Lemma |1, the objective function t of LP has a
lower bound:

Us Ls— max; 7 Z; U LY — max; 7 Zg
t > max 4 ——, , Mmax § —=g ¢, Max 5
SES Ps Es (XEZS P GfGAS Bs

U U )
> max<{ ——, max§ ——g .
SES Ps OZEZS PS

We assume (a) and (b) for the kth LP and consider the (k+1)th LP. Let #x, 2 k ook Zk (CO‘) Sk
denote an optimal solution of the kth LP. For , we suppose temporarily the number of voxels
that are newly added to the hot spots after the kth iteration were greater than or equal to «|Zs| —
|Rk8| that is, |{z% |25 > U2 + Pty 25 ¢ szs}‘ > alZs| — |§Z7S|. Then, we have

S

CFr— S (@@

O‘|ZS‘ - ’Rk,s’ iGIs\Ezys
—a 1 —a o @ B —a
> (Cs )k + —W(|IS| - ‘Rk,sD(Us + Ps ty — (Cs )k)
a|Zs| = | Ryl
—a 1 —a a | B —a a L B
> (Cs )k + —W(OJ‘IS‘ - ‘Rk,s‘)(Us +P5tk - (Cs )k) - Us + Pstk?
a|Zs| — [Ry

but this inequality is inconsistent with (8g). Thus, we know that [{z% |25 > U® + P Otk zk ¢ Ry SH
is bounded above by «|Z,| — ]RZS\. Therefore, it holds

[Rirsl < (@lZs| = Ry ) + [By | = ol . (9)



Regarding cold spots, we can also derive |E‘<3‘k 1) s| < (1—=a)|Z,|. Thus, the denominators and
are nonzeros, and we can apply the same proof as the first iteration to show (a) and (b) in
the (k4 1)th LP.

Next, we consider Property (i . Recall tj is the optimal value t of the kth LP (8). When
tr <0, R(k+1 = { ‘zsz >Ud + P, tk} indicates { !z > US“} - R?k+1)7s- From (9), we know
‘{z}zsz > U“}’ < a|Zs|. Due to —0 < [E;];; < 0 and :U;“ > 0, we obtain Zjej[Dg—kEsoDs]ijx;‘? <
Z]ej[DO + (5\D me = z’;Z, therefore, {i’zjej[Dg + =0 D;,]Uac;C > US‘J‘H < ‘{z|§§z > US‘,"H <

a|Z|, and this indicates that the upper DVC for o € A, holds for any =, € Z,. In regard to the
lower DVCs, we can show it similarly.

Finally, we discuss Property . From Property , there exists an optimal solution for any
k > 1, thus it is sufficient to find a feasible solution in the (k+ 1)th LP whose objective value is t.
We show that a feasible point in the (k + 1)th LP can be constructed with ¢ = t, x; = xk, Zei =
Z.]s?z - Z]ej[ S—F(S’D/le‘ Zsi = Z?*L - E]ej[ 6‘D/|]Zj$j C = UOC+P tka Ca = Patk
The objective value at thls solution is t = t;, and it is obvious that ( . . and . ) hold
in the (k + 1)th LP, since these constraints are not affected by the updates of the hot and cold
spots.

The constraint involves E?‘k 1), but we can still show that

1

S AR sl > (-2t
(kD)8 o7 \BZ 1)
1
:La_Batk_ (La_Batk_ék)Jr — La_Eatk
’ (1 - a) |IS| - |Ea ’ S s 5% s s
(k+1)s! T \BS )

Here, we used (L% — P%, — zK)* = 0 for each i € Z,\R" (k+1,¢> Which is derived from Ry o =
{z|§§z < LS — B?tk}. In the same way, the inequality (8g . holds.

Therefore, we can find a feasible solution whose objective value is t;. This indicates tg 1 < g
and completes the proof. O

3.3 The Proposed Method with Penalty Terms

Though SLPM can evaluate the deviation from DVCs by the optimal value t; as discussed in
[12], there remains voxels that receive much higher or lower doses. To reduce such voxel-wise
dev1at10ns we modify the objective function t in . by adding penalty terms with thresholds
6%,65.6,,0, > 0 and weight parameters \§ )\ s Ag, As > 0 as follows:

YsiVsgirYsy
A N N Ao o

t 4+ Z W((g z) + Z W(Zsi_es)
s€S,a€A, i€L,\RY seS,ach,icL\Ry, ° k,s

s _
+ 7\t

’I ‘ 752) + Z ’I ’(ZSl 98) . (10)

SGS,iEI

>

SES,’LEI

In addition, oncologists sometimes give a high priority on PTVs compared to healthy organs, and
if there are plural PTVs, they prioritize a PTV that requires the highest absorbed dose.

As will be indicated in the numerical results in Section [ the penalty terms improve the
solution quality for some cases by reaching a region where the simple objective function ¢ cannot
search.
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Table 1: Detailed information on TG119 datasets

structures PTV |Zs| DVCs DVC index | |J]|
S | Outer Target | v | 17522 Loog{’er Target = 00 1 414
% UOuter Target = 95 2
O Core 3087 | USL, = 25 3
s PTV v 53994 | LER, = 465 1 619
g 0.9
g Upiy = 55 3
© Cord 1333 | Ucord = 40 4
T | Lt Parotid 525 | U2, oua = 20 5
T | Rt Parotid 740 | USPparotid = 20 6
Prostate PTV | v 8591 Lg%f’gmm prv = 756 1 241
g Upioitate TV = 83 2
g Bladder 5207 U&?;dder = 170 3
8 UBladder = 7 4
- Rectum 1830 Relctum = 70 5
URectum = 7 6
- Center v 5143 ngter = 50 1 601
5) 0. = 53 2
0 Center
& Superior v 5549 Sl?lr?em = 25 3
'5—4; USupcnor = 35 4
= Inferior v 5529 LInfgrlor = 125 5
Inferlor = 2 6

4 Numerical Experiments

In this section, we discuss numerical experiments of the proposed method (SLPM-R) compared
to the existing method (SLPM). Our tests were performed on a Linux server with Opteron 4386
(3.10 GHz) and 128 GB memory space. We used CPLEX 12.6.2 to solve the LP problems
and (8). We performed the experiments under the same conditions as [12], so the number of LP
problems solved successively is fixed at five (K = 5). We also used the same irradiation setting
(the irradiations from five directions at 72 degrees each, 0°,72° 144° 216° and 288°), then we
calculated the influence matrix D? by the QIB method [I1] with the default setting of CERR
3.0 7.

We used test datasets named TG119 (Task Group 119) provided by AAPM (American As-
sociation of Physicists in Medicine) [10], which contains four datasets, C-Shape, Head and Neck,
Prostate and MultiTarget. In Table [l from the left to the right, the columns represent structure
names, whether structures are PTVs (planning target volumes) or not, the number of voxels in
each structure, the information of DVCs, the index numbers of DVCs that will be used in figures
below, and the number of beamlets.

As mentioned in Section [3| the proposed method is focused on uncertainty in influence matrix
of the form Dy = Dg + Z5 0 D), with E5 € Z,. We set the matrix Dg as the influence matrix
computed with CERR. The range of Z; is determined by the parameter § which we change from
0.1 to 0.5. For preparing D%, let Py = {(¢,7)]i = 1,...,|Zs|, 7 = 1,...,|T|} be the index set of
DY e RZ:%IT1. We choose an index subset P’ C Ps randomly such that |P.| = v|Ps|, where v
is a parameter 0 < < 1. For each (i,7) € Ps, we take £;; from the normal distribution A (0, 1),
and we set [D.];; = min{max{e;;, —1/6},1/6}DY. On the other hand, for (i, ;) gé Ps, we simply
set [D.];; = 0. Thus, each element of Dy = = DY + Z; o D', is nonnegative for any =, € Z. In the
numerical experiments, we vary v from 0.1 to 1. We set the parameters P¢ P ,P,, P in the LP
problems (2)) and (8) as 1 in the same way as [12].
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Table 2: Deviations from DVCs in C-Shape

)

0.1 0.2 0.3 0.4 0.5
DVCs SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus  plus | SLPM-R  minus plus | SLPM-R  minus plus
L% Target = 90 -0.31  -0.81 -0.00 0.08 -0.92 0.80 035 -1.17  1.63 059 -1.42 2.35 0.89  -1.60 3.11
0.1 USuter Target = 95 -0.39 0.04 -0.89 -0.14 0.85 -1.24 0.16 1.67 -1.58 0.56 2.63 -1.87 0.85 3.56  -2.11
Ve = 25 -0.06  -0.25 -0.61 0.69 0.41 -0.49 1.45 1.15 -0.29 2.48 1.92 0.11 3.19 2.81 0.13
% Target = 90 -0.15  -1.09  0.60 019 -1.67 1.83 0.67 -217 3.16 091 -2.73 4.34 1.35 -3.44 5.44
0.2 | UGyter Targes = 95 -0.34 0.60 -1.30 0.11 2.07 -1.83 0.50 3.63 -2.61 0.86 519  -3.10 1.47 727 -3.62
Udl, = 25 0.32 0.10 -0.62 1.38 1.28 -0.48 2.96 2.80 -0.06 3.92 4.18 0.02 5.05 5.62 0.19
L% Target = 90 -0.11  -1.42  1.01 049 -222 282 0.79 -3.24 440 131 -4.34 6.00 1.78  -5.17 7.46
0.3 U&{tcr Target = 9D -0.30 1.08 -1.63 0.19 3.19 -2.54 0.67 541 -3.44 1.26 796 -4.21 1.85 10.41 -4.86
ure = 25 0.60 0.44 -0.80 2.11 2.14 -0.56 3.64 3.93 -0.50 5.27 6.06 -0.24 6.69 8.06 -0.21
Y% Target = 90 -0.12 -1.79  1.45 0.57 -2.98 3.59 1.04 -442 561 1.65  -5.63 7.60 232 -7.27 9.36
0.4 | USL.. - Target = 0D -0.28 1.62 -1.96 0.28 429 -3.20 0.81 729 -4.26 1.56 10.64 -5.28 228 1415 -6.12
UL, = 25 0.83 0.63 -0.90 2.57 2.79 -0.87 4.21 5.05 -0.78 6.05 707 -0.72 745 10.71  -0.93
L% Target = 90 -0.00 -2.11 2.00 052  -3.91 441 1.34  -550 6.80 1.98 -7.52 8.89 2.80 -9.55 11.07
0.5 UOnlnel Target = 0D -0.24 221 -2.33 0.44 5.65 -3.80 1.06 9.36  -5.09 1.79 1353 -6.18 271 1820 -7.24
v U = 25 1.04 0.91 -1.08 3.15 3.58 -1.09 5.16 6.61 -1.12 6.74 9.76  -1.08 8.42 13.68 -1.62
L%ﬂcr Target = 90 0.06 -2.50 2.33 0.64 -4.76 5.10 146 -6.84 7.85 221 -9.49 10.26 3.17 -12.07 12.70
0.6 UO‘IMr Target = 0D -0.26 2.64 -2.71 0.40 6.83 -4.40 1.20 11.31 -5.90 2.03 16.66 -7.26 291 2259 -8.49
oL = 25 1.29 1.29 -1.00 3.74 443 -1.12 5.61 7.48 -1.65 7.58 11.34  -1.76 9.30 1579 -1.93
L%ﬁ{er Target = 90 0.07 -293 274 0.87 -534 5.95 1.65 -8.23 883 250 -11.53 11.53 339 -15.11 13.98
0.7 UOut(,r Target = 99 -0.19 3.28 -3.02 0.47 7.92 -4.99 1.30 1335 -6.74 219 19.80 -8.26 311 2734 -9.55
UCme = 25 1.47 1.52 -1.31 3.70 4.65 -1.78 5.93 8.83 -2.13 793 1324 -2.72 10.35  19.43  -2.77
L% Target = 90 0.10 -3.32  3.12 1.02  -6.24 6.67 1.84  -9.75  9.90 294 -13.69 12.72 410 -18.19 1542
0.8 UOutcr Target = 9D -0.21 3.80 -3.36 0.58 9.27 -5.60 1.51 1570 -7.55 239 2349  -9.17 341 3227 -10.71
U(Ore = 25 1.64 1.71 -1.64 4.19 540 -2.10 6.48 10.06 -2.55 8.76 15.66 -3.09 10.59 2245  -3.59
LY%. Target = 90 0.17  -3.76  3.52 112 -7.27 735 2.12 -11.20 10.86 3.00 -16.28 13.88 427 -22.07 16.67
0.9 | UL, - Target = 0D -0.22 4.35 -3.69 0.60 10.55 -6.22 1.60 18.18 -8.30 2.70 2743 -10.08 3.63 3878 -11.80
Uvdl, = 25 1.87 2.01 -1.72 4.43 6.13 -2.52 6.88 11.37 -2.96 9.17 1846 -3.55 11.21  26.79  -4.30
Luoﬂfer Target = 90 017 -4.17 3.93 1.14 -8.23 8.04 221 -12.96 11.79 3.30 -19.11 1491 453 -26.61 17.89
1.0 Uouw Target = 9D -0.14 4.92 -4.03 0.72 11.95 -6.75 1.71  20.57 -9.06 2.74  31.60 -11.05 3.85 45.69 -12.72
oL = 25 2.20 2.33 -1.79 4.65 6.78 -2.90 7.32 1223 -349 9.79 20.52 -3.98 11.55 30.12 -5.15

4.1 Numerical Results

We first report numerical results of SLPM-R with the simple objective function ¢ of .

C-Shape

Table [2| shows the deviations from the DVCs. The column of “SLPM-R” represents the deviation
of the proposed method while the columns of “minus” and “plus” represent the deviations of the
existing method (SLPM) with the worst cases of uncertainty. More precisely, these two deviations
correspond to the results of SLPM with the influence matrices D? — 6| D’| and DY + 6| D%|. These
two cases of SLPM, hereafter, are referred as the worst cases. In Table [2) a DVC is satisfied if
the corresponding value is nonpositive. For example, the value -0.31 at the column of SLPM-R

(v,8) = (0.1,0.1) with respect to L Target = DU indicates that more than 95 % of the
voxels in Outer Target receive 50.31 Gy or more, thus the DVC L% Target = D0 is satisfied. We
use nonpositive values to indicate the satisfaction of DVCs, since Property (ii) in Proposition I
indicates that when ¢; < 0, the obtained solution 2 satisfies all DVCs.

For the smallest pair of parameters (v, 0) = (0.1,0.1), SLPM-R can find a solution that satisfies
all DVCs, but the minimum case of SLPM cannot. For larger parameters, the results do not
always satisfy all DVCs, since it is more difficult to satisfy all DVCs when the data includes more
uncertainty.

The left and right figures in Figure [2| illustrate DVHs for parameter pairs (v,6) = (0.5,0.2)
and (v,6) = (0.5,0.5), respectively. In the left figure, the left and right solid curves are the DVHs
by SLPM-R for Outer Target and Core, respectively. Each area surrounded by two thin curves is
the area obtained by SLPM with the worst cases, DY — §|D.| and D? + §|D’|.

In the left figure, both SLPM and SLPM-R cannot fulfill all the three DVCs, but SLPM-R
obtains a favorable solution. Let us here focus a DVC of UOuter Target = 00 The range of the worst
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Figure 2: DVHs on C-Shape with (v, d) = (0.5, 0.2) (left) and (v, ) = (0.5,0.5) (right), respectively

cases at fraction o = 0.1 is from 51.20 Gy to 60.65 Gy, and it includes the DVC point 55 Gy. In
contrast, the DVH of SLPM-R (the solid curve) passes the point 55.44 Gy at fraction a = 0.1,
which is close to 55 Gy when we consider the above range from 51.20 Gy to 60.65 Gy. There is
often a trade-off among the deviations of multiple DVCs, therefore, if we can make a difference
from one DVC small, it is often easier to make the deviations from other DVCs smaller. In other
words, if we satisfy one DVC too much (except cases where we give a high priority on a specific
DVC in Section later), it makes it difficult to satisfy the other DVCs. Actually, the largest
deviations in SLPM are 5.65 Gy and 4.41 Gy for DY — §|D’| and D? + 6| D’|, respectively, but
it is 3.15 Gy in SLPM-R. Though we give only D? and § to both SLPM and SLPM-R, Figure
indicates that SLPM-R can find a better solution than SLPM.

The right figure of Figure [2]is a result with respect to (v,0) = (0.5,0.5). Due to the larger
uncertainty, the ranges sandwiched the worst cases in the existing method turn out to be wider. In
SLPM-R, the deviation from the DVC U&}ter Target = 00 becomes worse slightly, but the solid curve
still passes near the DVC point and the largest deviation in the three DVCs is small compared to
SLPM.

Head and Neck

In the Head and Neck dataset, PTV has 53994 voxels, and this dataset is the largest in TG119. If
we construct successive five LP problems with all voxels, a heavy computation cost is necessary.
We randomly picked up 10000 voxels from PTV and OARs, since it was reported in [12] that this
size reduction does not remarkably affect the computed DVHs for the Head and Neck dataset.

Table [3] reports the deviations from DVCs. Both SLPM and SLPM-R find a solution that
satisfies all DVCs when 7 and ¢ are small. In contrast, when (y,d) = (0.6,0.1) and (v,§) =
(0.2,0.2), SLPM-R outputs a solution satisfying all DVCs, but SLPM does not.

In Figure [3| we show two DVHs of parameter pairs (,9) = (0.2,0.2) and (v,6) = (0.8,0.2).
When (7, d) = (0.2,0.2), we can see the solution of SLPM-R satisfies all DVCs, since the parameters
regarding uncertainty are relatively small. On the other hand, when (v, ) = (0.8,0.2), it is hard
for even SLPM-R to find a feasible solution that satisfies all DVCs, since most components of
influence matrix contain the errors. Especially, DVCs of Lt Parotid and Rt Parotid are severer
than those of PTV and Cord. In the next subsection, we will show that the proposed method with
the penalty terms of Section [3.3| can find a solution.
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Table 3: Deviations from DVCs in Head and Neck

[
0.1 0.2 0.3 0.4 0.5
DVCs SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus
Ly = 50 -1.23  -1.65 -0.89 -0.98 -1.86 -0.34 -0.62 -2.02 0.28 -0.31  -227  0.88 0.07 -250 143
LR, = 465 -1.69 221 -1.33 -1.68  -2.47 -0.73 -1.01 213 0.34 -0.68 -2.63  1.12 046 -1.91  2.03
01 US4y, = 55 -1.26  -0.87 -1.73 -1.06  -0.25 -2.01 -0.63 057 -2.19 -0.18  1.38  -2.39 055  2.69 -2.70
Ucord = 40 -0.77  -0.50 -1.23 -0.12 064 -1.13 -0.26 247 -0.94 -041 736 -0.85 -0.65  9.76  -1.43
UbPooia = 20 -1.95  -2.10 -2.53 -1.55  -1.50 -2.17 -0.09 -055 -1.78 024 038 -1.85 1.88 1.27 -1.82
N Parotid = 20 -1.71 191 -1.84 -1.33 175 -2.38 -0.14  -1.09 -2.22 059 -0.10 -1.66 125  0.87 -1.92
By = 50 -1.20 -2.03 -045 -0.74 253 0.70 032 -3.07 175 0.15 -356  2.77 089 -385 3.7
L9, = 465 -1.70 2,61 -0.73 -1.20  -3.01  0.57 054  -2.96  2.09 049 -2.80 343 157  -2.60  4.33
02 | Uty = 5 -1.23 043 -2.08 -0.79 098 -2.65 -0.25 244 -3.17 0.63  4.36 -3.65 142 655  -4.08
“ | Ucora = 40 054  1.04 -1.40 054 188 -1.23 -0.69 312 -1.04 -1.58 464 -0.77 035 812 -2.29
Udopoia = 20 -142 -1.38 -2.26 -0.23  -0.46 -2.22 1.28 044 -1.79 2.37 251 -2.04 422 412 -1.55
o parotia = 20 -1.77 188 -2.38 -0.77  -0.87 -2.45 096 051 -2.13 1.96  2.06 -1.81 397 389 -1.46
LYy = 50 -1.04 237 012 -0.56 -3.34  1.62 -0.00 -413  3.14 050 -5.15 447 1.09 -5.88  5.88
LI, = 465 -174 0 -276 -0.50 -120  -3.87 145 -0.25 -4.06  3.15 113 -3.82  5.09 2.84  -3.68  6.99
03 | Uty = 5 -1120 019 -242 -0.65 211 -3.37 0.04 428 -4.05 0.88 713 -4.81 1.87  9.92 -5.44
| Ucora = 40 -0.40 041 -1.37 -0.80  7.08 -1.56 071 552 -1.07 252 791  -2.33 -1.23 1353 -2.84
Upaoia = 20 -1.00  -1.84 -2.61 0.34  0.04 -2.30 2.25  1.82 -2.17 419 432 -1.87 561 646 -1.29
S Parotid = 20 -148 179 245 0.58 -0.12 -2.19 237 118 -2.01 3.55 373 -1.78 520 6.84 -1.74
A = 50 -1.04 278 042 040 401 245 019 540 432 073 -6.76  6.09 174 780 770
L3S, = 46.5 -1.97  -3.27 -0.03 -1.05  -4.43 201 040 -4.69 461 1.51  -534  6.50 3.56 -5.17  8.80
0.4 Uy = 55 -1.14 - 0.60 -2.87 -0.51 324 -3.93 0.17 629 -5.01 1.09  9.76  -5.92 2.10 13.86 -6.81
| Ucora = 40 -0.83 103 -1.75 -1.73 358 -1.93 -2.62 751 -2.39 -2.63 840 -3.29 -3.35 1716 -4.83
UPparoia = 20 -0.53  -1.47 -2.34 1.05  0.88 -2.26 322 254 -2.23 513 542 -1.99 676 8.39 -2.42
U parotid = 20 -0.85 -150 -2.71 0.81 041 -2.75 2.95 269 -2.37 455 538 -2.23 7.00  7.66 -1.94
LYy = 50 -0.89 -3.09 0091 0.34 -488 327 028 -6.67 543 0.98 -8.61 747 177 -10.89  9.37
L9, = 465 -1.74 332 0.68 -0.87 -523 285 038 -6.18  5.29 1.88 694  7.94 371 -6.96 1040
05 Uy = 55 -1.06 120 -3.17 -0.44 433 -4.64 037 814 -5.86 1.27 1274 -7.03 239 18.09 -8.08
Ucord = 40 -1.03 245 -1.88 214 529 -2.42 22,15 887  -2.46 -4.21  9.02 -3.67 -2.87  14.82  -1.59
UbPpoia = 20 -0.55 -1.14 -2.81 1.72 051 -2.50 414 371 -2.56 632 646 -2.63 811 11.28 -2.77
N parotd = 20 <052 -1.20 -2.99 145  0.85 -2.54 351 374 -2.62 5.68  6.63 -2.60 8.04 1088 -2.54
K By = 50 -0.87 -352 1.34 -0.04 -5.62 4.06 0.64 -793  6.63 152 -10.29  8.89 248 -1358 11.04
LYK, = 465 -1.36 -3.94  1.01 -0.18  -5.60 3.95 1.03  -7.04  6.96 270 822  9.72 462  -9.14 12,07
0.6 US4, = 5 -1.05 170 -3.51 -0.39 560 -5.21 0.58 1048  -6.70 1.53  16.06 -8.06 2.61 2306 -9.43
| Ucora = 40 -0.83 212 -1.70 216 5.08 -2.70 -3.79 1522 -2.91 -3.83  17.64 -3.41 472 2835  -4.82
Udopoia = 20 -0.52  -1.01 -3.06 2.03 201 -2.87 453 485 -2.75 6.62 9.8 -2.79 9.31 14.09 -2.54
U parotia = 20 -0.31  -0.98 -2.86 1.68  1.73 -2.97 485 429  -2.90 691 875 -2.64 9.23 1446 -3.38
LY = 50 -0.80 -3.92 L.77 0.03 -6.47 482 092 -9.44 754 1.74 -12.49 10.12 3.09 -1622 12.53
LY, = 465 <155 -4.67 106 <030 -6.74  4.14 144  -856  7.34 352 -9.07 11.00 516 -11.77 13.71
o7 | Ubty = 55 -1.01 222 -3.93 0.29  6.75 -5.82 0.61 12.25 -7.68 1.58 19.58  -9.26 2.83 2820 -10.57
| Ucora = 40 -1.44 234 -2.38 -2.23  T7.02 -2.46 -4.69  11.30  -3.68 -4.74 1510 -4.01 -5.94 2178 -6.32
Upaoia = 20 -0.07  -0.45 -2.92 2.67 1.86 -3.05 490 560 -2.95 828 10.63 -3.25 1058 16.63 -3.71
o parotia = 20 0.04 -1.06 -2.98 244 184 -2.97 493 581 -3.32 7.73 1044 -3.38 9.56 17.16 -4.14
Az = 50 -0.75 432 220 013 -755 5.5 0.85 -11.04 850 1.84 -15.25 11.27 318 -19.96 13.85
L3S, = 465 -1.08 492  1.59 -0.37  -7.78 4.9 143 -9.56  8.94 351 -11.53  11.70 578 -13.96 14.66
0.8 Uty = 5 -0.98 277 -4.23 -0.22 790 -6.50 0.56 1444  -8.56 1.61  23.02 -10.33 2.98 3395 -11.73
| Ucora = 40 -1.86 343 -2.78 -3.51 935 -2.99 -4.95 1528 -4.28 -5.72  18.88  -5.43 -6.55 23.66 -6.73
Ubparoia = 20 0.27 -0.68 -3.01 3.22 275 -3.05 531 635 -3.73 8.03 10.70 -3.72 11.07 2026 -3.94
S barotid = 20 0.26  -0.16 -3.30 3.26 248 -3.16 506 6.19  -3.50 7.89 1170 -4.06 10.66  20.05  -4.48
LYy = 50 -0.70  -477 254 028 -833 6.29 1.09 -1257  9.46 2.03 -17.69 12.42 353 -24.15 1523
L9, = 465 -1.32 514 1.92 0.28 -8.00 5.72 1.66 -11.22  9.53 3.74 -14.38  12.62 6.18 -16.97 16.01
0.9 Uy = 55 -0.90 328 -4.54 -0.16  9.25 -7.08 0.62 16.69 -9.34 1.56 2625 -11.31 2.77 3959 -12.93
UCord = 40 -2.22 3.08 -2.80 -3.28  9.20 -3.92 -3.49 1324 -5.46 -5.77 2241 -5.88 -3.74  26.90  -7.02
UbPpoia = 20 0.57 -0.49 -3.00 317 282 -3.53 625 825 -3.83 848 1222  -4.43 11.38  22.87  -4.60
P = 20 043 -0.08 -2.85 349  3.09 -3.48 587  7.05 -4.01 859 1287 -4.64 11.05  22.80 -4.97
0oy = 50 -0.68 -521 293 042 -9.30 6.97 1.30 -14.48 10.40 2.43 -20.53  13.56 435 -28.40 16.42
LYK, = 46.5 -1.09  -5.41 220 0.15 -9.19 6.46 2.17 -12.80 10.29 427 -1588 14.12 7.09 -20.81 17.13
10 USy = 55 -0.95 377 -4.95 -0.12 1051 -7.71 0.71 19.06 -10.14 1.81  31.25 -12.22 2.78 4714 -14.03
| Ucora = 40 2223 444 272 -3.69  9.99 -3.77 -5.02 1585  -3.49 -6.22 2219 -6.64 -8.03 2941  -6.20
Udopoia = 20 0.76  0.02 -2.88 3.85  3.77 -4.12 6.95 849 -3.80 9.71 1649 -4.75 12.10 2557  -5.19
U parotia = 20 0.79  0.01 -3.60 3.61  3.00 -3.77 6.97 823 -4.32 9.08 1592 -4.74 11.23 2701 -5.17
Prostate

Table [4] shows the deviations from DVCs regarding the dataset of Prostate. When the parameters
~v and ¢ are small, SLPM-R again outputs the solution satisfying all DVCs. From the table, we
can observe that the lower DVC of Prostate and the DVCs of Rectum are in a relation of trade-off,
therefore, it is difficult to find a solution satisfying all DVCs. In contrast, DVCs of Bladder are
easily satisfied.

This dataset requires the highest doses among the four datasets while the number of beamlets
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Figure 3: DVHs of Head and Neck with (v,0) = (0.2,0.2) (left) and (v,d) = (0.8,0.2) (right),
respectively.
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Figure 4: DVHs of Prostate with parameters (v,d) = (0.5,0.3)

is the least, therefore, uncertainty in the influence matrix affects the results largely. In fact, when
(7,9) = (0.5,0.3) in Figure [4] the deviations of SLPM-R for Prostate PTV are at most 3.75 Gy,
while the largest deviations in the worst cases of SLPM are 13.29 Gy and 9.43 Gy, respectively.

MultiTarget

As shown in Table all three structures in this dataset are PTVs, and each PTV sets lower
and upper DVCs. In Table 5| we observe that both SLPM and SLPM-R cannot fulfill all six
DVCs. The difficulty of this dataset was already discussed in [12]. When we focus the case of
(7,9) = (0.5,0.2), the largest deviations of the two worst cases by SLPM are 7.54 Gy and 6.37
Gy, but that by SLPM-R is 6.17 Gy. Therefore, SLPM-R can reduce the largest deviations of the
worst cases.

We confirm in Table [5] that Superior and Inferior are strongly affected by uncertainty. Since
the irradiation is performed on the coordinate plane of z = 0 and only Center exists on that plane,
Superior and Inferior are subject to large error in uncertainty. Since we discuss FMO with given
beam angles in this paper, this argument is beyond the range of this paper, but one of resolutions
would be to conduct irradiations from the other angles such as the coordinate plane of y = 0.
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Table 4: Derivations from DVCs in Prostate

5
0.1 0.2 0.3 0.4 0.5
DVCs SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus
L% epTv = T15.6 S0.82  -147 -0.27 20.69 -1.89  0.80 2026 -229 184 0.05 -2.97  3.00 011 -352 397
US% epry = 83 -1.00 -0.27  -1.83 -1.03  0.65 -2.50 -1.00 195 -3.47 -0.51 325 -4.03 -0.04 460 -4.78
01 U320 er = 70 -17.87  -17.06  -20.94 -18.15 -17.30 -26.60 -16.98 -13.33 -16.98 -13.97 -13.26  -16.45 -13.64 -12.80 -20.14
’ L0 der = 7 2195 -1.25  -2.63 2129 013 -2.49 -0.30  1.63  -2.40 0.83 261 -247 0.76  4.05 -2.86
B = 70 2245  -1.13  -2.63 -0.55  -0.52  -2.99 0.40 167 -2.70 091 282 -3.25 263  4.04 -1.82
o = 7 -0.76  -0.28  -1.39 -0.04 071 -1.62 0.78 198 -1.56 1.25 326 -2.17 273 453  -1.73
L% epTv = 156 -0.75 -2.06 043 -0.53  -3.16  2.16 -0.07 -416  3.94 0.64 -5.10 5.78 204 -6.00 7.69
U3 epry = 83 S111 032 -242 -0.96 229 -3.80 -0.45  4.60 -4.82 045  7.32  -5.66 1.66  9.83 -6.33
0.2 | Ubiadder = 70 -14.86  -10.51 -20.83 -13.84 -10.42 -19.70 41092 -10.65 -17.20 -9.30  -7.69 -20.81 -11.06  -3.67 -13.85
) US er = 7 -1.70  -0.78  -3.00 2047 189 -3.28 2021 359  -4.61 238 632  -3.87 0.10 896 -3.72
230 = 70 -1.37 -0.59 277 0.15 157 -3.26 0.92 405 -3.57 3.02 618 -3.58 467 812 -3.88
210 o = 7 -0.57  0.67 -1.83 0.32 241 -240 1.58  4.80 -2.61 298 721  -2.67 462 957 -3.14
0% o epry = 756 -0.79  -2.68  1.05 -0.32  -432 357 034 -5.80 5.83 1.85 -7.24 831 624 -9.23 10.70
U epry = 83 -1.10 115 -3.04 -0.81  3.89 -4.84 0.11 7.26  -6.07 1.09 11.20 -7.07 -0.90 1518 -8.07
03 ,3%“ = 1 -18.76 -14.85 -18.96 -13.69 -14.81 -17.34 21152 -8.47 -19.30 21249 -3.33  -18.40 -10.69  0.34 -13.81
L0 der = 7 S176 0 021 -2.94 0.16 315 -4.39 1.36  6.58 -5.34 -0.48 11.59  -5.02 -1.54 12,86 -5.48
030 = 70 2201 -0.05 -3.67 048 334 -3.50 1.97 587 -4.23 391 9.89  -4.47 510 13.58 -5.36
Uyl = 7 2020 139 -2.14 0.74 410 -3.33 210  7.05 -4.02 4.07 1097  -4.29 3.69 1495 -5.67
0O e pTy = 156 2073 -318 174 20.02 541 473 1.02 -754 7.75 457 971 10.71 9.69 -11.63 13.62
U epry = 83 -1.10 191 -3.53 -0.56  5.73  -5.74 045 1024  -7.17 0.04 15.37 -8.48 -3.14 2047 -9.73
04 US20 er = 7 -17.10  -18.39 -19.79 -14.12  -10.07 -20.05 -5.45  -4.53 -18.03 -18.48  -1.18 -19.15 21212 591 -19.89
’ L0 der = 7 -0.97 096 -3.58 0.46 472 -4.72 1.65 10.76  -6.02 -4.77 1461 -6.69 -5.27  20.02  -8.12
us = 70 2163 0.81  -4.28 0.61 542 -4.38 2.68  9.09 -5.39 522 13.51  -6.70 213 1917 -7.16
040 = 7 -0.31  1.89  -2.70 0.94 588  -4.27 259  9.83 -5.15 412 1535 -5.96 1.40  20.57 -7.64
O ate pTV = 156 20.68 382 232 0.06 -6.63  5.96 180 -951 943 737 -12.10 13.10 12.44 -15.09 16.11
[ -1.06 257 -4.18 -041 734 -6.54 1.03 1311 -8.46 2168 19.69 -10.00 -5.04  27.05 -11.24
05 U320 er = 70 -16.11  -10.95 -19.94 21244 -11.54  -16.32 -15.02 470 -17.23 -14.82  3.01 -22.05 21849  9.29 -18.05
’ L0 der = 7 -1.52 2,08 -4.29 2021 694  -5.90 -1.84 1329  -7.88 2370 19.50  -9.79 -11.03 2440 -10.04
fL = 7 -0.71 123 -3.77 047 630 -6.08 3.75 1153 -7.33 3.86 17.59 -7.37 -0.54 2514 -9.83
[ = 7 -0.30 253 -3.43 115 742 -5.22 3.19 1324  -6.67 274  19.73  -T.42 -1L71 26.78  -9.51
7 L% Pty = 756 20.69  -454 297 030 -7.82 717 325 -11.46 11.12 070 -14.80 14.94 14.92 -1858 18.38
o e pTy = 83 -0.93 345  -4.68 -0.10 924 -7.50 -0.03 1645 -9.60 -3.66  24.31 -11.32 2723 33.05 -13.03
0.6 U2 der = 70 -15.49 -14.44 -21.20 41329 -7.34 -19.34 21376 247 -23.86 -20.16  4.39 -18.88 -16.82  13.50 -16.85
T US er = 75 -1.01 190  -4.93 -0.24 848  -6.94 2113 1494 -8.61 -9.89 2270 -9.72 -9.27  27.66 -11.28
230 = 70 -0.83 220 -5.11 141 797 -6.33 489 14.66 -8.00 0.14 2223 -9.34 -4.58  28.55 -10.80
210 i = 75 -0.22 342 -3.90 1.65  9.14 -5.91 3.98 16.31 -7.73 -0.17  24.58 -9.33 -4.62  31.04 -10.70
0% epry = 156 -0.49  -5.03  3.60 049 -9.13 815 439 -13.38 1258 11.36 -17.89 16.82 17.71 -22.88° 20.78
US% epry = 83 -0.96 421 -5.22 0.08 11.16 -8.27 -0.90  19.50 -10.79 -5.30  29.06 -12.85 -9.39  40.58 -14.62
o7 9120 der = 7 -16.13  -14.75 -20.18 41023 -6.93 -19.41 21447 2.06 -21.64 -17.98  8.02 -23.32 22112 1149 -22.97
) L0 der = 7 -1.90 243 -5.27 075  9.62 -7.74 2245 17.98  -9.43 2726 29.18 -12.01 41411 2924 -13.08
030 = 70 -0.59  3.07 -4.86 1.33 920 -7.08 539 1681 -9.24 0.22 2543 -11.24 -4.66  36.38 -12.96
uglo = 7 -0.02 428  -4.32 1.76 1062 -6.84 414 1948  -8.69 -0.76  28.61 -10.85 -5.32  38.92 -12.63
L% epTv = 756 2049 572 418 0.70 -10.43 9.36 587 -16.47 14.10 12.60 -21.12 18.71 19.09 -26.48 2291
U epry = 83 -0.88 493  -5.68 0.20 1290 -9.24 -1.90  22.60 -11.85 -6.29  34.40 -14.08 21017 47.62 -16.25
0.8 U0 er = 10 -16.47 -11.87 -16.56 21329 -4.40 -19.17 -8.96 820 -21.96 -14.84 1551 -21.94 -20.11 18.22 -21.91
1 USES e = 7 -0.45  4.09 -5.56 -0.60 11.40 -9.34 -2.77 2041 -11.28 -8.28  32.85 -14.22 -14.74  38.00 -15.79
030 = 7 2090  3.77  -5.21 1.23 1057 -8.05 343 19.08 -10.70 -1.17  30.25 -13.37 -5.94  44.38 -14.71
010 = 7 -0.17 483  -5.02 1.80 12.54  -7.79 2,99  21.39 -10.00 -2.23  33.02 -13.03 -6.61 4845 -14.76
0% epTy — 7156 2036 -6.32 407 0.95 -11.91 10.39 725 -17.78 1555 14.97 -24.86 2053 20.76  -29.93  24.90
00 e pTy = 83 -0.85 586 -6.06 0.43 14.98 -10.02 -3.05  26.16 -12.79 -8.03 4043 -15.34 -11.52  54.67 -17.41
0.9 US20 der = 70 -19.27 -11.60 -23.79 -13.74 228 -20.88 -12.12 269 -25.29 -25.95 19.46 -28.05 -24.02  25.30 -25.77
’ L0 der = 7 -0.90  4.64 -6.62 0.72 13.53  -9.46 -4.09  24.75 -13.10 -13.64 3851 -16.21 -15.60  41.97 -18.61
3 = 70 -1.12 3.64 -7.03 1.13 1235 -9.31 3.54 22.73 -11.92 -1.68  35.35 -14.08 -6.63  50.74 -16.33
ugle . = 75 -0.18 560 -5.46 1.78  14.60 -8.65 2.09 2537 -11.54 -2.91 3818 -14.20 -7.32 54.38 -15.98
L% Ty = 756 2030 -6.90 5.38 118 -1340 11.34 8.83 -20.56 16.99 1620 -29.64 21.88 2274 -35.48 26.75
U epry = 83 -0.72 678 -6.64 0.63 16.96 -10.72 -4.22 3045 -14.01 -8.82  47.28 -16.71 -13.06  64.06 -19.23
10 9020 der = 10 41631 -11.49 -21.18 -11.32 -2.83  -27.11 41525 7.84 -22.84 -17.94  19.85 -25.12 -20.80  28.96 -27.70
L0 der = 75 -0.92 523  -6.97 -0.73 1511 -10.88 -6.00 27.99 -13.85 2913 40.16 -16.64 -15.08  46.74 -19.51
Ug = 70 2023 482  -6.87 1.06 14.54 -10.15 1.84 2375 -12.93 -3.39  40.02 -16.20 -9.80  58.05 -18.24
0 = 7 017 633 -5.78 146 1584 -9.87 0.37 2739 -13.31 -4.22 4428 -15.52 -9.91  62.33 -18.50

At the end of this subsection, we compare the computation times of SLPM and SLPM-R.
Table[6]shows the entire computation time which includes the times to construct the input matrices
for LP problems, to solve the successive five LP problems (K = 5), and to calculate the DVHs. In
particular, solving LP problems occupies the most computation time (more than 90%). Note that
SLPM in [12] does not use . For SLPM-R, the table reports the computation time for each .

From the results on C-Shape, we can observe that adding uncertainty into the original influ-
ence matrix dose not affect the computation times remarkably, since the computation times with
v = 0.1 and v = 1.0 are almost same, and a strong tendency of the computation time along
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Table 5: Derivations from DVCs in MultiTarget

5
0.1 0.2 0.3 0.4 0.5
DVCs SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus plus | SLPM-R  minus  plus | SLPM-R  minus plus
e = 50 1.91 157 217 217 146 2.90 235 121 357 282 121 4.60 323 098  5.46
ol = 53 175 225 135 2.04 300 1.26 2.09  3.60 0.90 2.69  4.68 0.66 3.01 574 037
01 Loeior = 25 2.04 166 1.90 2.55 177 223 313 1.85  2.69 414 233 286 504 297 341
Siperior = 35 1.98  1.96 1.52 2.55 261 153 2.77 345 144 381 468 144 459 568 145
Lo = 125 212 178 1.85 282 206 2.09 348 230 236 453 287 255 583  3.61 282
Ublir = 25 2.05 193 1.65 2.71 249 165 2.94 298 164 414 429 168 513 527 166
Cover = B0 202 127 281 2.08 0.60 3.89 271 036 533 337 -0.18 6.1 3.96 -0.60 7.90
ol = B3 1.75  2.77  1.02 212 418 050 232 563 -0.02 2.78 715 -0.72 3.62 912 -1.37
0.2 Lo = 25 230 154 222 323 174 281 446 201  3.63 579 246 4.28 7.26 327 480
' Siperior = 3D 2.09 245 123 279 3.77  1.05 3.78 523 1.22 4.76 6.70  0.90 582 879  0.88
e = 125 253  1.82 2.04 3.73 216 245 515 253 3.00 6.66 3.31 351 8.74 453  3.92
Ul = 25 231 229 147 3.25 316 141 3.99 452 143 556  6.00 141 647 774 146
e = 50 2.08 091 319 238 020 4.79 270 -0.65 6.48 354 -179 831 395 255 9585
ol = 53 1.72 329 0.70 2.02 530 -0.19 250 755 -1.09 322 973 -1.90 3.83 1232  -2.96
0.3 L3 i = 25 2.61 142 249 3.64 134 343 581 200 4.48 770 237 516 9.51 253  6.22
' Sperior = 35 232 284 1.16 315 464 0.77 460 711 0.64 544 952 0.00 713 1149 0.29
0 e = 125 289  1.74 220 455 204 283 6.62 295 3.45 896  4.03 4.08 9.55 499  4.69
bl .. = 25 248 266 141 3.70  3.85 1.8 529 595 1.22 643 813 094 7.90 10.78  0.65
e = 50 2.03 059 3.70 2.64 -0.45 5.62 332 -146 7.59 3.94 -3.02 9.95 481 -4.06 11.68
Qe = B3 1.85  3.84 0.32 216 639 -0.99 258 929 -2.14 3.56  12.69 -3.39 435 1628 -4.56
04 2}‘0 = 25 293 131 280 453 128 3.83 6.74 156  5.06 9.03 233 5.78 1085 185  7.07
Sperior = 35 246 329 1.23 347 575 047 5.06  8.05 -0.05 6.38 11.69 -0.69 6.86 14.71 -1.03
O e = 125 334 182 234 542 227 3.02 772 324 374 839 448 443 1022 539 518
e =25 2.85 297 1.28 415 463  0.88 561 7.0l  0.72 776 1095  0.44 8.87 13.09 0.34
LY., = 50 2.07 020 4.02 2.67 -1.16 6.37 337 -298 843 391 -4.63 11.09 540 -6.48 12.96
ol = 53 184  4.34 -0.07 2.28 754 -1.36 2.71 11.00 -3.08 3.71 1533 -4.41 4.71 2058  -5.64
05 Lg-‘?f;’mr = 25 312 122 296 508 101  4.19 716 107 532 1087 153  6.63 1285 310 831
) USperior = 35 2.60 3.53 0.75 354 635 -0.12 454 9.67 -0.58 6.68 13.46 -1.28 747 1763 -2.13
e = 125 3.66  1.72 239 6.17 220 3.27 9.01 292 4.06 9.38 457  4.92 9.34 550  5.76
v e = 25 2.86 323 1.02 437 541  0.61 6.18  7.68 0.42 840 11.96 -0.32 10.31 1612 -0.08
LY., = 50 227  -0.12 452 2.67 -220 7.05 355 434  9.79 474 -6.46 1235 597 -8.92 1524
ol = 53 171 494 -045 1.97 859 -2.33 2.76  13.00 -4.00 3.80 1854 -5.70 529 2514 -6.82
0.6 Lg;?lgcmr = 25 339 092 3.10 566 054 4.61 9.05 115 597 1231 115 744 1643 291 885
T USperior = 35 2.67 396 0.42 3.99 698 -0.65 583 1139 -1.37 6.94 1489 -2.28 9.02 2293 -2.84
o = 125 4.02 161 254 6.98 1.95 341 9.35 336 4.41 891 479 5.08 9.39 743  6.08
e = 25 2.99 341 0.90 496 596 0.34 6.67  9.79 -0.33 8.78 13.93 -0.83 11.09  19.86 -1.17
LS., = 50 226 -053 4.82 282 -3.05 803 3.98 517 1097 514 -8.47 1365 6.49 -11.19 16.26
ol = 53 170 548 -0.83 1.95  9.68 -3.02 2.76  14.96 -4.96 4.04 21.68 -6.69 534 2986 -T.95
o7 Soperior = 25 3.70 092 3.36 6.12 023 4.89 9.87  0.70  6.64 1414 089 7.95 18.83  1.78  9.50
U USperior = 35 292 459 0.16 3.77  8.03 -1.09 594 1324 -2.27 741 1947 -3.19 9.09 25.00 -3.60
S ior = 125 439 162 266 758 185 3.5 10.22 317 4.58 944 501 553 9.07 767  6.36
e = 25 332 381 0.76 5.05  6.55 -0.08 7.03 1112 -0.72 9.11 16.64 -1.01 1141 2235 -1.95
L., = 50 223 -094 523 277 -3.82 850 422 -6.58 11.79 513 -10.68 14.54 6.94 -1441 17.71
ol = B3 1.76  6.03 -1.20 2.02 11.20 -3.66 2.96 17.33 -5.73 422 2559 -7.46 6.03 36.50 -9.23
0.8 Somerior = 25 3.89  0.71 3.52 6.79 -0.26 5.16 1095  0.18  6.81 1588 054 855 19.28  0.67 10.21
' Qiperior = 3D 2.83 481 -0.01 431 9.03 -1.36 5.83 14.51 -2.93 744 2122 -3.94 9.54 30.53 -4.98
e = 125 473 155 273 848  1.87 3.77 9.15  3.06 4.75 8.99 474  5.69 9.22 566  6.49
e = 25 345  4.05 0.50 536 7.11 -0.50 743 1238 -1.29 9.80 18.79 -2.11 12.30  26.83 -2.35
., = 50 226 -1.28 5.74 317 451 9.36 456 -8.01 12.95 5.65 -12.72 15.74 7.68 -18.19 19.20
ol = B3 1.64  6.50 -1.58 218 1237 -4.21 3.16  19.64 -6.65 432 29.00 -8.43 5.67 42.54 -10.36
0.9 Soerior = 25 3.98 032 3.65 741  -044 563 11.99  -0.50 7.43 17.17  -1.56  8.95 2225 -2.58  10.56
T UQperior = 35 290 510 -0.36 460  9.83 -1.89 6.01 1643 -3.43 756  23.70 -4.58 9.01 3512 -6.01
0 e = 125 5.03 142 2.83 9.40 169 3.87 926  2.82 483 894 455 575 936 5.16  6.73
i = 25 3.63 429 0.33 570 811 -0.82 8.05 13.98 -1.62 10.14 2119 -2.50 1242 30.24  -3.28
e = 50 246 -1.55 6.22 335 -5.24 10.10 451  -9.72 13.83 6.37 -15.01 17.16 8.03 -22.28 20.25
ol ee = B3 1.57  6.99 -1.94 211 13.61 -4.88 3.02 2208 -7.48 4.53  33.65 -9.39 549 4852 -11.34
10 ng}f;cmr = 25 427 028 3.93 8.03 -0.80 5.80 1290 -1.71  7.56 19.06  -1.58  9.42 21.82  -2.04 10.84
' Sberior = 35 2.84 554 -0.63 455 1077 -2.49 6.23 17.82 -4.20 741 2775 -5.38 9.45 39.98 -6.84
0. or 12.5 538 139 2.6 10.25  1.56  4.05 9.92 260 5.01 9.08  4.64 5.89 9.05 391  6.59
e =25 3.69 459 017 597 855 -1.25 791 1445 -2.20 9.93 2249 -3.37 12.90 34.61 -3.81

with the increment in v cannot be seen. The numbers of variables in the first LP problems in
SLPM and SLPM-R are 38549 and 76680, respectively. The difference of 38131 corresponds to
>ses {IZsl % (|A] + [Ag])} due to the split of variables zy into z,; and Zy in deriving the ro-
bust counterpart . Therefore, the number of variables is almost twice in SLPM-R, but Table
implies the increment in the computation time is only about 17(;%5125 ~ 36%.

We can see similar tendencies in the Prostate and MultiTarget data. However, in the Head and
Neck data, SLPM-R is faster than SLPM. Since the Head and Neck dataset involves the largest
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Table 6: The entire computation time for different « (time in seconds)

SLPM SLPM-R
vy — 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
C-Shape 125.2 | 167.1 | 163.8 | 161.1 | 162.7 | 164.8 | 165.7 | 164.2 | 169.2 | 169.7 | 173.0
Head and Neck | 1893.1 | 1638.1 | 1424.1 | 1448.2 | 1420.5 | 1382.3 | 1320.4 | 1383.5 | 1367.2 | 1456.9 | 1444.5
Prostate 266.0 | 503.3 | 500.7 | 472.6 | 376.5 | 406.0 | 403.4 | 387.9 | 380.9 | 347.5 | 366.7
MultiTarget 365.5 | 754.4 | 809.3 | 828.8 | 816.0 | 792.6 | 808.2 | 821.6 | 671.2 | 706.2 | 811.3

number of voxels and SLPM solves the worst cases, the large deviations from D9 might affect the
convergence of the interior-point method implemented in CPLEX.

4.2 Numerical Results with Penalty Terms

In Table [7, we compare the deviations from DVCs in the results of the simple objective function
t in and those of the objective function with the penalty term introduced in Section
Here, we fix the parameters at (v, d) = (0.5,0.2). We use the thresholds of DVCs for the parameters
0 in , more precisely, 69 = L%, @j =U%, 0, = L, and 05 = U, and we set the penalty weight
Ain as Table 7] We should use large A to give a high penalty for the deviations from DVCs,
but, if A is set too large, the relative importance of minimizing ¢ in the objective function becomes
small, thus the effect of hot and cold spots will also be decreased. To examine the effectiveness of
the penalty terms, we chose A based on preliminary experiments.

We first focus the results of Head and Neck. When we use the simple objective function ,
the two worst cases of SLPM and even SLPM-R cannot satisfy all the DVCs. On the contrary,
if we use the penalty term , SLPM-R can output the solution that fulfills all the DVCs. In
particular, the penalty terms are effective to reduce the deviations from Uffparotid and Ugfpamtid.

As for C-Shape, the parameters A of Outer Target and Core were set to 0.4 and 0.1, respectively,
in order to prioritize Outer Target, since the constraints of Outer Target are severe. SLPM-R with
the penalty terms finds a solution satisfying both DVCs for PTV (Outer Target) as desired, on
the other hand, the deviation from the DVC on Core is worse.

In the Prostate dataset, we also set higher values A = 0.6 for Prostate PTV to give a higher
priority. Though the deviation at one DVC (URL9 ) still remains, all of the other DVCs are
fulfilled.

In the MultiTarget dataset, it was difficult to find a solution satisfying all DVCs as shown in
Section The three structures are PTVs in this dataset, and we should give a higher priority
to a structure with high threshold, since the change in high-dose areas can be considered more
important, thus we set large parameters A to the DVCs of Center. In accordance with such
parameters setting, SLPM-R with the penalty terms can reduce the deviations from DVCs on
Center.

Compared to the worst cases by the existing method (SLPM), the proposed method reflects
the parameters. For example, in the Prostate dataset, we set higher A to PTV, thus the proposed
method can satisfy the two DVCs on PTV, while the worse cases of SLPM can satisfy only one of
the two DVCs. Similar results can be found in C-Shape and Head and Neck results.

5 Discussion

Since one of advantages of IMRT is the capability of giving more flexibility to the control of
beamlets, it is expected that IMRT can improve plans for structures with movements like lungs.
Here, we discuss an extension of our approach to the variations by breathing.
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Table 7: Numerical results with penalty terms for (v,d) = (0.5,0.2)

C-Shape
without penalty with penalty (10
DVC A | SLPM-R | minus plus | SLPM-R | minus plus
Lo Target = 90| 04 052 | -3.91| 441 -0.05 [ -3.95| 4.40
Uluter Target = 95 | 04 0.44 | 5.65| -3.80 -0.06 5.56 | -3.86
v, = 25|01 3.15 | 3.58 | -1.09 12.73 6.09 | 0.23
Head and Neck
without penalty (8a) with penalty (10
DVC A | SLPM-R | minus plus | SLPM-R | minus plus
L%y = 50|02 -0.34 | -488| 3.27 -0.32 | -048| 328
L%R, = 465 0.2 -0.87 | -5.23 | 2.85 -043 | -511| 2.88
US4, = 5502 -0.44 | 4.33| -4.64 -0.32 4.33 | -4.57
Ucord = 40|01 214 | 529 | -2.42 -0.77 5.09 | -1.90
Uon otid = 2001 1.72 | 0.51| -2.50 -2.30 1.14 | -2.73
U barotid = 2001 145 | 0.85| -2.54 -1.38 1.45 | -2.96
Prostate
without penalty (8a) with penalty (10
DVC A | SLPM-R | minus plus | SLPM-R | minus plus
%% prv = 75606 0.06 | -6.63 | 5.96 -0.05] -6.88] 5.87
Ug% epry = 83]06 041 | 7.34| -6.54 -0.42 7.42 | -6.74
U330 ter = 70|01 -12.44 | -11.54 | -16.32 -23.39 | -16.643 | -22.01
U0 o = 75|01 021 | 6.94| -5.90 -9.00 1.42 | -8.45
U3 = 70|02 0.47 | 6.30 | -0.68 -0.78 6.56 | -5.58
ugLe = 75[0.2 115 | 7.42| -5.22 2.63 8.47 | -4.48
MultiTarget
without penalty (8a) with penalty (10
DVC A | SLPM-R | minus plus | SLPM-R | minus plus
% = 50|10 2.67 | -1.16 | 6.37 148 | -226| 5.86
&L = 53|10 2.28 | 7.54| -1.36 1.11 6.75 | -2.33
L3 rior = 25/02 5.08 | 1.01| 4.19 0.09 045 | 5.17
Uit erior = 35|02 3.54 | 6.35| -0.12 11.26 | 11.61 | 3.23
899 o = 12501 6.17 | 220 | 3.27 2.43 541 | 6.43
04 o = 25|01 437 | 541| 061 16.35 | 10.56 | 3.90

Chan et al. [4, [5] proposed an iterative algorithm to compute beamlet intensities reflecting a
lung state at each iteration based on an assumption that the lung state transitions periodically
due to breathing, but with some uncertainty. Let X be a finite set of lung states and P be a set
of probability mass functions (PMFs):

P={peR™: Y p)=1 pkx)>0vxea}
xeX

In other words, p() is the probability that the lung takes a state x € X
Let p € P be a nominal PMF in P. The set of lung states X can be divided into two sets
U(C X) and X'\U, where U specifies locations that the realized PMF is allowed to deviate from
the nominal one p. Chan et al. considered the following uncertainty set:
P={peP:p(x)—p(x) <plx) <Hx) +B(x) Yx €U, p(x) =p(x) Vx € X\U},

where p and p determines the interval in P, and they computed the absorbed dose of voxel i € Zj
of an organ s as 3y > ic 7(Ay.s)ijp(x)x;, where (Ays)ij is the (i, j)th element of influence
matrix A, for a state x € &.

We can extend the robust optimization model with the hot and cold spots (8)) utilizing the
uncertainty of P. In , we considered D’ as a perturbation to the influence matrix Ds. In a
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similar way, we can introduce A;(,s as a perturbation to A, . By noting this, can be extended
into the following bi-level optimization problem.

min t (11)
s.t. D LA i — SIAL )i} Bz = 2 s€S;ieL,
xeX jeJ
ZZ{ X8 z]+5‘ ng]’}p = Zsi s€eS;i ey
EXJGJ
Li—Pit<zu;+pB, s€ES;iel,
zsi"i'BsiSUs‘i‘ﬁst SES;’iGIS
1
- > -zt =L - Pt sE€Sia€ A,
(AR
S\22k,s
_ 1 _ _ _
Cj—i——w Z (ési—C?)+§USO‘+Pgt sES;a€ A
a‘Zs‘ - ’Rk,s’ iEIg\ﬁz
z; >0 jed
Zgiy 2si = 0 s€S;icT,

g?, Z?, t : free variables.

where
By= Hgn ZZ{ xs)ig +O1(AY )il } (p X))z
xel jeJ (12)
s.t. p e P
and B
Bei = max Z Z{ xs)i +OI(AL il } (p X))z
xeld jeJ (13)
s.t. pE P.

Here, B is the largest negative possible change caused by p € P. Similarly, 3
positive possible change.

The extended problem . is not a standard LP problem, since B ~and f,; are determined
by the lower-level LP problems and (| . However, by followmg a procedure discussed in
Bortfeld et al. [2] that exploits the duahty theorem on LP, we can reformulate as a standard
LP problem, therefore, can be substantially solved with interior-point methods.

This approach can consider not only uncertainty contained in the influence matrix but also
uncertainty contained in the probability of states at the same time. Though this approach requires
more variables than the proposed method and a longer computation time, it would derive more
practical treatment plans.

is the largest

st

6 Conclusions and Future Directions

In this paper, we extended SLPM with a framework of robust optimization. We mathematically
showed that the proposed method holds the three favorable properties of SLPM. In particular,
when the objective function in the LP problem is non-positive, the proposed method SLPM-R can
satisfy all the DVCs even when it takes the uncertainty in the influence matrix into consideration.
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Through the numerical experiments, we observed that SLPM-R provides a solution that reduces
the deviation from DVCs compared to SLPM and this can lead to a more suitable treatment plan.
In contrast, SLPM-R requires more computation time than SLPM due to the increased number
of variables in LP problems. By introducing the penalty terms in the objective function, we can
give priorities to DVCs and SLPM-R can find a solution that fulfills all the DVCs for the Head
and Neck dataset.

Regarding future work, there are mainly two directions, to develop more practical models and to
improve the computation time. With respect to the former, the proposed method can be applied
to lungs or plural influence matrices by assuming that each state transitions stochastically, as
discussed in Section[5] Furthermore, Chan et al. [5] developed an algorithm for dividing irradiations
into small amounts with several steps so that the irradiations can be adjusted in latter steps. We
may combine this idea with the proposed method.

In regard to the computation time, one way is to accelerate an interior-point method by using
the structure when formulating FMO as LP problems in a similar way to Enberg et al. [9]. In
particular, it may be possible to utilize the structure defined by the additional variables ¢ and z.
Arc-search type interior-point methods [19, 20] can also be discussed.

References

[1] A. Ben-Tal, L. El Ghaoui, and A. Nemirovski. Robust optimization. Princeton University Press, 2009.

[2] T. Bortfeld, T. C. Chan, A. Trofimov, and J. N. Tsitsiklis. Robust management of motion uncertainty
in intensity-modulated radiation therapy. Operations Research, 56(6):1461-1473, 2008.

[3] Cancer Research UK. Intensity modulated radiotherapy (IMRT). https://www.
cancerresearchuk.org/about-cancer/cancer-in-general/treatment/radiotherapy/external/
types/intensity-modulated-radiotherapy-imrt. Accessed November 8, 2021.

[4] T. C. Chan, T. Bortfeld, and J. N. Tsitsiklis. A robust approach to imrt optimization. Physics in
Medicine & Biology, 51(10):2567, 2006.

[5] T. C. Chan and V. V. Misié¢. Adaptive and robust radiation therapy optimization for lung cancer.
European Journal of Operational Research, 231(3):745-756, 2013.

[6] V. Chvatal. Linear programming. Macmillan, 1983.

[7] J. O. Deasy, A. I. Blanco, and V. H. Clark. CERR: a computational environment for radiotherapy
research. Medical Physics, 30(5):979-985, 2003.

[8] J. Dias, H. Rocha, B. Ferreira, and M. do Carmo Lopes. A genetic algorithm with neural network
fitness function evaluation for IMRT beam angle optimization. Central Furopean Journal of Operations
Research, 22(3):431-455, 2014.

[9] L. Engberg, A. Forsgren, K. Eriksson, and B. Hardemark. Explicit optimization of plan quality mea-
sures in intensity-modulated radiation therapy treatment planning. Medical Physics, 44(6):2045-2053,
2017.

[10] G. A. Ezzell, J. W. Burmeister, N. Dogan, T. J. LoSasso, J. G. Mechalakos, D. Mihailidis, A. Molineu,
J. R. Palta, C. R. Ramsey, B. J. Salter, et al. IMRT commissioning: multiple institution planning and
dosimetry comparisons, a report from AAPM Task Group 119. Medical Physics, 36(11):5359-5373,
2009.

[11] E. Kalinin and J. Deasy. A method for fast 3-D IMRT dose calculations: The quadrant infinite beam
(QIB) algorithm. Medical Physics, 30(6):1348-1349, 2003.

[12] S. Kishimoto and M. Yamashita. A successive LP approach with C-VaR type constraints for IMRT
optimization. Operations Research for Health Care, 17:55-64, 2018.

21


https://www.cancerresearchuk.org/about-cancer/cancer-in-general/treatment/radiotherapy/external/types/intensity-modulated-radiotherapy-imrt
https://www.cancerresearchuk.org/about-cancer/cancer-in-general/treatment/radiotherapy/external/types/intensity-modulated-radiotherapy-imrt
https://www.cancerresearchuk.org/about-cancer/cancer-in-general/treatment/radiotherapy/external/types/intensity-modulated-radiotherapy-imrt

[13]
[14]

[15]

[16]

[17]

[18]

[19]

[20]

R. T. Rockafellar and S. Uryasev. Optimization of conditional value-at-risk. Journal of Risk, 2:21-42,
2000.

H. E. Romeijn, R. K. Ahuja, J. F. Dempsey, and A. Kumar. A new linear programming approach to
radiation therapy treatment planning problems. Operations Research, 54(2):201-216, 2006.

H. E. Romeijn, R. K. Ahuja, J. F. Dempsey, A. Kumar, and J. G. Li. A novel linear programming
approach to fluence map optimization for intensity modulated radiation therapy treatment planning.
Physics in Medicine & Biology, 48(21):3521, 2003.

A. L. Soyster. Convex programming with set-inclusive constraints and applications to inexact linear
programming. Operations research, 21(5):1154-1157, 1973.

B. Stemkens, R. H. Tijssen, B. D. De Senneville, J. J. Lagendijk, and C. A. Van Den Berg. Image-
driven, model-based 3d abdominal motion estimation for mr-guided radiotherapy. Physics in Medicine
& Biology, 61(14):5335, 2016.

A. T. Tuncel, F. Preciado, R. L. Rardin, M. Langer, and J.-P. P. Richard. Strong valid inequalities
for fluence map optimization problem under dose-volume restrictions. Annals of Operations Research,
196(1):819-840, 2012.

M. Yamashita, E. lida, and Y. Yang. An infeasible interior-point arc-search algorithm for nonlinear
constrained optimization. Numerical Algorithms, 2021. to appear.

Y. Yang and M. Yamashita. An arc-search O(nL) infeasible-interior-point algorithm for linear pro-
gramming. Optimization Letters, 12(4):781-798, 2018.

22



	1 Introduction
	2 Preliminaries and Existing Methods
	2.1 DVCs and C-VaR type constraints 
	2.2 Successive Linear Programming Method
	2.3 Robust Optimization

	3 The Proposed Method
	3.1 The Proposed Method 
	3.2 Properties of The Proposed Method
	3.3 The Proposed Method with Penalty Terms

	4 Numerical Experiments
	4.1 Numerical Results
	4.2 Numerical Results with Penalty Terms

	5 Discussion
	6 Conclusions and Future Directions

