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abstract

We show a detail implementation for a linear time and space
method, introduced in [3], to compute the length of a repeated
suffix for each prefix of a given word p. This method is based on
the utilization of the factor oracle [1] of p, which is deterministic
acyclic automata accepting all subustrings of p.
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1 Introduction

There exist many studies of finding repetitions in a given word p in areas
such as bioinformatics and data compression. In [3] an on-line heuristic
method, linear time and space in |p|, to compute, for each prefix p[1 . . . i]
of p, the length of one of its repeated suffix was proposed. This length is
denoted by lrs[i]. This method, based on factor oracle [1], gives an efficient
way for searching repetitions, which has been shown quite useful in practical
applications, e.g. repetition search in genomic sequences. Furthermore in
[4] on-line data compression scheme using this method was proposed.

Unfortunately, however, the worst-case complexity of constructing a fac-
tor oracle while computing lrs is not clear from the description of the method
stated in [3]. We show here a detail implementation for a linear time and
space method to compute the length of a repeated suffix for each prefix of a
given word p. From our implementation, it is now clear that a factor oracle
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and the table for its lrs function can be constructed within linear time and
space in |p|.

2 Notations

We will use standard notions and notations on strings such as |p|, the length
of a string p, etc. Let Σ be our alphabet, we assume that all strings p =
p1p2 . . . pm are strings over Σ. A factor or substring (resp. prefix suffix) of p
is a string w (resp. u, v) such that p = uwv for some u, v ∈ Σ∗; in particular,
for an i and j, 1 ≤ i ≤ j ≤ m, we use p[i . . . j] to denote the substrings of p
appearing from the ith character to the jth character.

For a given string p, a factor oracle Oracle(p) is an automaton with the
following features:
• it is an acylic,
• it consists of |p|+1 states (which are all accepting states) and |p| to 2|p|−1
transitions, and
• it accepts all factors of p.

０ １ ２ ３ ４ ５ ６ ８７
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b
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transition

suffix link

Figure. 1: Oracle(abbbcabc)

For example, a factor oracle Oracle(p) for p = abbbcabc is given as Figure
1. Here state 0 is the initial state. On this figure, the reader can check that
it accepts all substrings of p; it is also easy to check that this factor oracle
accepts “abc”, nonsubstring of p; that is , it makes an error acceptance.

Definition 1. repetp(i) is the longest suffix of p[1 . . . i] that appears at least
twice in p[1 . . . i].

For example, in Figure 1, repetp(1) = ε, repetp(4) = bb, repetp(8) = abc.

Definition 2. A function Sp maps each state i > 0 of Oracle(p) to state j
in which the reading of repetp(i) ends(Sp(i) = j). For completeness, we set
Sp(0) = −1. We call Sp(i) suffix link of the state i in Oracle(p).

Definition 3. We denote k0 = i, kj = Sp(kj−1)(j ≥ 1) for any state i > 0.
The sequence of the ki is finite, strictly decreasing and ends in state 0.
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We call this sequence of states a suffix path, and define SPp(i) to be the
set of states on the suffix path from i, that is, SPp(i) = {k0 = i, k1 =
Sp(i), . . . , kt = 0}.

3 Computing repeated suffix with factor oracle

In [3] an on-line heuristic algorithm to compute, for each prefix p[1 . . . i], the
length of one of its repeated suffixes, such that S(i) is one of its occurrences.
This length is denoted by lrs[i]. In this section we propose another proof
about the time complexity of this algorithm.

First we explain briefly about definition of lrs. During the construction
of Oracle(p[1 . . . i+1]) from Oracle(p[1 . . . i]) and pi+1, the backward jumps
on the suffix path SPp(i) ends when a state j is reached such that δ(j, pi+1)
is already defined. For this j, we define the following π1, π2.

Definition 4. (Definition 8 in [3]). π1 is the state in SPp(i) such that
Sp(π1) = j

Definition 5. (Definition 9 in [3]). π2 is state j if Sp(i + 1) − 1 = j.
Othewise, π2 is the state in SPp(Sp(i + 1)− 1) such that Sp(π2) = j.

Definition 6. (Definition 10 in [3]).
Let lrs be an array of m + 1 integers such that for each i, 0 ≤ i < m :
.

lrs[i + 1] =

⎧⎨
⎩

0, if Sp(i + 1) = 0, · · · (1)
lrs[π1] + 1, if π2 = Sp(π1), and · · · (2)
min{lrs[π1], lrs[π2]}+ 1 otherwise. · · · (3)

lrs[0] is set to 0.

The value of lrs[i] is defined as above is not exactly |repetp(i)| but it is
an approximate value of |repetp(i)|. The construction of lrs[i] is linear in
space, since each value of this array can be stored in constant space. The
two first case (1) and (2) of Definition 6 are computed in constant time. The
only problem from third case. In this case, since we have to know π2 we
follow suffix links from Sp(i + 1)− 1 until π2 find. For this part we propose
a new method to compute π2. This method compute π2 from j and pi+1 in
O(1) instead of following suffix link from Sp(i + 1)− 1.

Definition 7. For any external transition δ(k, σ) on Oracle(p),
etbrother(k, σ) = l ⇔def (Sp(l) = k) ∧ (δ(k, σ) = δ(l, σ))

We will proof that etbrother(j, pi+1) = π2( j is the state such that j =
Sp(π1)).
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Lemma 1. For each step i + 1(1 . . . |p| − 1) of Oracle(p) construction, let j
the state such that j = π1, we have etbrother(j, pi+1) = π2.

Proof. Let etbrother(j, pi+1) = l. This means δ(j, pi+1) = δ(l, pi+1) by
definition of etbrother. Now let δ(j, pi+1) = q. Since j = Sp(π1), δ(j, pi+1) =
Sp(i+1). Thus we have q = Sp(i+1). On the other hand δ(l, pi+1) = q since
δ(j, pi+1) = δ(l, pi+1). Hence δ(l, pi+1) is constructed at step q of Oracle(p)
construction. This means that l is in SPp(q − 1) by construction of factor
oracle, that is l ∈ SPp(Sp(i + 1) − 1). Futhermore we have j = Sp(l) by
definition of etbrother. Since this is exactly the definition of π2, we have
l = π2. Thus we have etbrother(j, pi+1) = π2.

When we compute lrs[i+1] in the third case, for finding π2 we only have
to search etbrother(j, pi+1). The computation of etbrother for each external
transition is easy after the external transition is constructed. Figure 2 shows
the pseudo-code for the computation of the factor oracle of a given word p
together with the table of lrs using the function etbrother.

Theorem 1. The complexity of OracleAndLrs2(p = p1p2 . . . pm) is O(m) in
time and space.

Proof. In [1](Theorem 2) it is proved that the construction of Oracle(p) is
linear time and space in |p|. Clearly a table for lrs needs linear space. Also
in the two first case (1) and (2) of Definition 6, each lrs[i] can be computed
in constant time. Therefore, we only have to consider the parts of computing
lrs[i] for the third case. In this case, the problem is to find π2. However
we can find π2 from etbrother(j, pi+1) by Lemma 1 in constant time. The
computation of etbrother for each external transition is also constant time,
and the total number of external transitions is at most m − 1. Hence the
complexity of OracleAndLrs2(p = p1p2 . . . pm) is O(m) in time and space.

Figure 3 shows the example of computation of lrs. In this example,
lrs[3], lrs[8] and lrs[12] is computed by third case of Definition 6. In the
case of lrs[8], π1 is state 7 and j = 2 (since j is the state such that j =
Sp(π1)). Then by Lemma 1 π2 can be computed as etbrother(j, p8), which
is etbrother(2, ‘c′) = 3.
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OracleAndLrs2 (p = p1p2 · · · pm)
create Oracle(ε){

one single state 0
Sε(0) = −1

}
for(i = 0; i < m; i + +){

Oracle(p[1 . . . i])← NewAddLetter2(Oracle(p[1 . . . i], pi+1))
}
return Oracle(p) and lrs.

NewAddLetter2(Oracle(p[1 . . . i], σ))
create a new state i + 1
create a new internal transition δ(j, σ) ← i + 1.
j ← Sp(i)
k ← i
while(j > −1 and δ(j, σ) is undefined){

create a new external transition δ(j, σ) ← i + 1
etbrother(j, σ)← k (k is the state such that Sp(k) = j)
k ← j
j ← Sp(j)

}
π1 ← k.
if (j = −1) s← 0
else s← δ(j, σ)
Sp(i + 1)← s
compute lrs[i + 1] according to Definition 6.

(In third case, π2 ← etbrother(j, pi+1).)
return Oracle(p[1 . . . i]σ)

Figure. 2: Algorithm: OracleAndLrs2
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Figure. 3: Example of computation of lrs. The dot arrows represent the
suffix link and the plain arrow represent the transitions. The values written
on the bottom-right of the states is the lrs values. The pairs written on
the external transition represent that the left-value is transition letter and
right-value is etbrother values.
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