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Abstract

Goldwasser and Kharchenko (TCC 2006) showed a proof of plaintext knowledge for the Ajtai-
Dwork cryptosystem and left the open problem designing a proof of plaintext knowledge for the
Regev’04 cryptosystem (JACM 2004). In this paper, we show a proof of plaintext knowledge for the
Regev’04 cryptosystem (JACM 2004) using their technique. Furthermore, we show that it can be ap-
plied to the Regev’05 cryptosystem (STOC 2005). The key idea is to analyze tradeoffs between the
hardness of the underlying lattice problem and the variance of ciphertexts, which given by Kawachi,
Tanaka, and Xagawa (SCIS 2006).

Keywords: proof of plaintext knowledge, lattice-based cryptosystem, verifiable encryption.

1 Introduction

In the last decade, the lattice-based public-key cryptosystems have been studied. In 1997, Ajtai and Dwork
constructed three public-key cryptosystems based on unique shortest vector problem [2]. Recently, Regev
proposed two public-key cryptosystems [14, 15], which we call R04 and R05. Ajtai also introduced a
public-key cryptosystem [1].

There were many zero knowledges and proofs of knowledge for number theoretic cryptosystems. How-
ever, there were a few zero-knowledge proofs and proofs of knowledge for lattice-based cryptosystems;
Goldreich and Goldwasser [6], Micciancio and Vadhan [12], and Goldwasser and Kharchenko [8]. In [8]
they left the open problem to design a proof of plaintext knowledge for R04. Following Goldwasser and
Kharchenko, we construct proofs of plaintext knowledge for R04, and furthermore for R05.

Proof of Plaintext Knowledge. Given an instance of a public-key cryptosystem with public keypk, a
proof of plaintext knowledge (PPK) allows a prover to prove knowledge of the plaintextm of ciphertext
c ∈ Epk(m) to a verifier. If both the prover and the verifier are online, IND-CPA public-key cryptosystems
with PPK protocol achieves interactive IND-CCA1 security [4, 5]. It was known that efficient PPKs for
the number-theoretic public-key cryptosystems, such that Rabin, RSA, El-Gamal, and etc., using zero-
knowledge public-coin proofs of knowledge protocols with 3 rounds (known asΣ-protocol). However,
efficient PPKs for the lattice-based cryptosystems were not known except that in [8].

Summary of Our Results. We construct PPK protocols for slightly modified versions of R04 and R05
based on the protocol in [8].

We show the relation between ciphertexts of cryptosystems, R04 and R05, and instances of GapCVPγ.
Although the cryptosystems are less secure than the original ones, we can show that their security are based
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on the worst-case of certain lattice problems as in Kawachi, Tanaka, and Xagawa [9]. Unfortunately, we
cannot show the relation between ciphertexts of the original cryptosystems and GapCVPγ with our effort.

Our connection between the ciphertexts and GapCVPγ implies that if we set large factor for the under-
lying lattice problems, for smalln, the LLL algorithm [10] heuristically succeed to distinguish ciphertexts
of 0 and 1. From the positive view, we can apply Micciancio and Vadhan’s zero-knowledge protocol for
GapCVPγ [12] and obtain a verifiable encryption scheme. Based on the protocol in [8] and the above
connection, we construct a proof of plaintext knowledge for R04 and R05.

Organization. The rest of this paper is organized as follows: We first describe basic notions and notations
and briefly review tools inSection 2. In Section 3we briefly review R04 and describe a proof of plaintext
knowledge for R04. InSection 4we review R05 and describe a proof of plaintext knowledge for R05.

2 Preliminaries

We define a negligible amount inn as an amount that is asymptotically smaller thann−c for any constant
c > 0. More formally, f (n) is a negligible function inn if limn→∞nc f (n) = 0 for anyc > 0. Similarly, a
non-negligible amount is one which is at leastn−c from somec > 0.

The length of a vectorx = t(x1, . . . , xn) ∈ Rn, denoted by∥x∥, is (
∑n

i=1 x2
i )1/2. For any fieldK, the inner

product of two vectorsx = t(x1, . . . , xn) ∈ Kn andy = t(y1, . . . , yn) ∈ Kn, denoted by⟨x, y⟩, is
∑n

i=1 xiyi . For
m-bit stringr ∈ {0, 1}m, r i denotesi-th bit of r (i.e.,r = r1 . . . rm). We defineIn as then by n identity matrix.
We also defineui ∈ Rn as ann-dimensional vector whosei-th coordinate is 1 and other coordinates are all
0. For any vectorx ∈ Rn and a setS ⊆ Rn we define Dist(x,S) = infy∈S ∥y − x∥. For two real numbers
x andy > 0 we definex mody asx − ⌊x/y⌋ y. For x ∈ R we define⌊x⌉ as the integer nearest tox, more
formally ⌊x− 1/2⌋. We also use the notation frc(x) := |x− ⌊x⌉ |, i.e., the distance of a realx to the nearest
integer. Notice that forx, y ∈ R, 0 ≤ frc (x) ≤ 1/2, frc(x) ≤ |x|, and frc(x+ y) ≤ frc (x) + frc (y). For an
elementx ∈ Zq we define|x|q as the integerx if x ∈ {0, 1, . . . , ⌊q/2⌋} and as the integerq− x otherwise. In
other words,|x|q represents the distance ofx from 0 inZq.

Gaussian and other distributions. The normal distribution with mean 0 and varianceσ2 is the distribu-
tion onR given by the density function (1/

√
2πσ) exp(−(x/σ)2/2). The sum of two independent normal

variables with meanm1 andm2 and varianceσ2
1 andσ2

2 is a normal variable with meanm1+m2 and variance

σ2
1 + σ

2
2. For an-dimensional vectorx and anys > 0, letρ(n)

s (x) = exp(−π ∥x/s∥2) be a Gaussian function

scaled by a factor ofs. Also, ν(n)
s := ρ(n)

s /s
n is ann-dimensional probability density function. Forα ∈ R+

the distributionΨα is the distribution on [0,1) obtained by sampling from a normal variable with mean 0
and varianceα2/(2π) and reducing the result modulo 1:

Ψα(r) :=
∑
k∈Z

1
α

exp

−π ( r − k
α

)2 .
This distribution is obtained by “folding” a Gaussian distributionN(0, α2/(2π)) onR into the interval [0,1).
Based on this distribution, the Regev’04 cryptosystem makes use of a periodic distributionΦh,α defined by
the density functionΦh,α(r) := Ψα(rh mod 1). We can sample values according to this distribution by using
samples fromΨα, as shown in [14]: (1) We samplex ∈ {0,1, . . . , ⌈h⌉} uniformly at random and then (2)
sampley according toΨα. (3) If 0 ≤ (x + y)/h < 1, we then take the value as a sample. Otherwise, we
repeat.

For an arbitrary probability distribution with a density functionϕ : T → R+ and some integerq > 0,
we define its discretization̄ϕ : Zq→ R+ as the discrete probability distribution obtained by sampling from
ϕ, multiplying byq, and rounding to the closest integer moduloq. More formally,

ϕ̄(i) :=
∫ (i+1/2)q

(i−1/2)q
ϕ(x)dx.
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We use the following lemma in [14] to bound the tail of Gaussian distribution.

Lemma 2.1 ([14]). The probability that the distance of a normal variable with varianceσ2 from
its mean is more than t is at most

√
2/π(σ/t) exp(−(t/σ)2/2). That is, Prx∼N(m,σ2)[|x − m| > t] ≤√

2/π(σ/t) exp(−(t/σ)2/2),

Given two probability density functionsϕ1, ϕ2 onRn, we define the statistical distance between them
as∆(ϕ1, ϕ2) := 1

2

∫
Rn |ϕ1(x) − ϕ2(x)|dx. A similar definition holds for discrete random variables. We some-

times abuse such notation, and use the same notation for two arbitrary functions. Note that the acceptance
probability of any algorithm on inputs fromX differs from its acceptance probability on inputs fromY by
at most∆(X,Y).

Lattice and Problems. An n-dimensional lattice inRn is the setL(b1, . . . , bn) = {∑n
i=1αibi | αi ∈ Z} of

all integral combinations ofn linearly independent vectorsb1, . . . , bn. The sequence of vectorsb1, . . . , bn is
called abasisof the latticeL. For clarity of notations, we represent a basis by the matrixB = [b1, . . . , bn].
For n linearly independent vectorsb1, . . . , bn, we define the fundamental parallelepipedP(b1, . . . , bn) =
{∑n

i=1αibi | 0 ≤ αi < 1}. The vectorx ∈ Rn reduced modulo the parallelepipedP(B), denoted byx mod
P(B), is the unique vectory ∈ P(B) such thaty − x ∈ L(B). For more details on lattices, see the textbook
by Micciancio and Goldwasser [11].

The shortest vector problem (SVP) and its approximation version (SVPγ) have been deeply studied in
the computer science.

Definition 2.2 (SVP). Given a basisB of a latticeL, find a non-zero vectorv ∈ L such that for any non-zero
vectorx ∈ L, ∥v∥ ≤ ∥x∥.
Definition 2.3 (SVPγ). Given a basisB of a latticeL, find a non-zero vectorv ∈ L such that for any
non-zero vectorx ∈ L, ∥v∥ ≤ γ ∥x∥.

The unique shortest vector problem (uSVP) is also well known as a hard lattice problem applicable to
cryptographic constructions. We say the shortest vectorv of a latticeL is f -unique if for any non-zero
vectorx ∈ L which is not parallel tov, f ∥v∥ ≤ ∥x∥. The definition of uSVP is given as follows.

Definition 2.4 ( f -uSVP). Given a basisB of a latticeL whose shortest vector isf -unique, find a non-zero
vectorv ∈ L such that for any non-zero vectorx ∈ L which is not parallel tov, f ∥v∥ ≤ ∥x∥.

In the computational complexity theory on lattice problems, the shortest linearly independent vectors
problem (SIVP) and its approximation version SIVPγ are also considered as a hard lattice problem.

Definition 2.5 (SIVP). Given a basisB of a latticeL, find a sequence ofn linearly independent vectors
v1, . . . , vn ∈ L such that for any sequence ofn linearly independent vectorsx1, . . . , xn ∈ L, maxi=1,...,n ∥vi∥ ≤
maxi=1,...,n ∥xi∥.
Definition 2.6 (SIVPγ). Given a basisB of a latticeL, find a sequence ofn linearly independent vectors
v1, . . . , vn ∈ L such that for any sequence ofn linearly independent vectorsx1, . . . , xn ∈ L, maxi=1,...,n ∥vi∥ ≤
γmaxi=1,...,n ∥xi∥.
The closest vector problem (CVP) is also important problem.

Definition 2.7 (CVP). Given a basisB of a latticeL and a target vectory, find a closest vectorv ∈ L such
that for any vectorx ∈ L, ∥y − v∥ ≤ ∥y − x∥.
Definition 2.8 (CVPγ). Given a basisB of a latticeL and a target vectory, find a closest vectorv ∈ L such
that for any vectorx ∈ L, ∥y − v∥ ≤ γ ∥y − x∥.
We often consider its decisional promise problem.

Definition 2.9 (GapCVPγ). Forγ > 1, instances of the promise closest vector problem GapCVPγ are tuples
(B, y, t) whereB is a basis of a latticeL in Rn, t > 0, and a vectory ∈ Rn. (B, y, t) is a YES instance of
the GapCVPγ if there exists a lattice vectorx ∈ L such that∥x − y∥ ≥ t. (B, y, t) is a NO instance of the
GapCVPγ if there exists no lattice vectorx ∈ L such that∥x − y∥ > γt.
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Zero Knowledge and Proof of Knowledge. We recall definitions and notations of zero knowledge and
proof of knowledge.

Definition 2.10 (Auxiliary-Input Computatinal Zero Knowledge). An interactive proof system (P,V) for a
languageL is computational auxiliary-input zero knowledgeif for every PPTV∗ and polynomialp(·), there
exists a PPTS such that the ensembles{(P,V∗(z))(x)} and{S(x, z)} are computationally indistinguishable
on the set{(x, z) : x ∈ L, |z| = p(|x|)}.

For a relationR⊆ {0,1}∗ × {0,1}∗ andx ∈ {0,1}∗, we define a set of witness ofx asR(x) := {y | (x, y) ∈
R}.

Definition 2.11 (Proof of Knowlegde). Let κ ∈ (0, 1), an interactive protocol (P,V) with a proverP and a
verifierV is aproof of knowledge system with knowledge errorκ for a relation Ris the following holds:

Completeness:For every common inputx for which there existsy such that (x, y) ∈ R the verifierV always
accepts interacting with the proverP.

Validity with error η: There exists a polynomial-time interacting oracle Turing machineK and a constant
c > 0 such that for everyx ∈ {0, 1}∗ such thatR(x) , ∅ and for every proverP∗ the following holds:
KP∗(x) ∈ R(x) ∪ {⊥} and Pr[KP∗(x) ∈ R(x)] ≥ (p − κ)c, wherep > κ is a probability thatV accepts
while interacting withP∗ on common inputx.

2.1 The Ajtai-Dwork Cryptosystem and Nguyen and Stern’s Embedding

The Ajtai-Dwork cryptosystem is an 1-bit lattice-based cryptosystem. Nguyen and Stern showed how to
reduce distinguishing encryptions of 0 from one of 1 to GapCVPγ for someγ > 1. We briefly review error-
less version of the Ajtai-Dwork cryptosystem, which proposed by Goldreich, Goldwasser, and Halevi [7],
and Nguyen and Stern’s embedding techniques [13]. For more details, see [13, Section 4].

The secret key of the Ajtai-Dwork cryptosystem isu ∈ Rn whose length is 1. The public key ism+ n
vectors inn-dimensional space and an index. We denote it as (w1, . . . ,wn, v1, . . . , vm, i0). The vectors
wi , vi are chosen from hyperplanes{x ∈ [0, nn]n | ⟨x, u⟩ ∈ Z} and “blurred” by adding small noises. The
index i0 is chosen from{1, . . . ,m} such that⟨u, vi⟩ is near by odd integers. Encryption ofσ ∈ {0, 1} is
produced as follows: (1) Choose random stringr = r1 . . . rm ∈ {0, 1}m. (2) Computec = (σ/2)vi0 +∑m

i=1 r ivi modP(w1, . . . ,wn). We decrypt a ciphertextc ∈ P(w1, . . . ,wn) into 0 if frc (⟨c,u⟩) ≤ 1/4 and
into 1 if frc (⟨c, u⟩) > 1/4.

Nguyen and Stern showed the following embeddings [13]. For any public keypk of the Ajtai-Dwork
cryptosystem, letBpk ∈ R(2n+m)×(n+m) be

Bpk =



K1w1 . . . K1wn K1v1 . . . K1vm

1
. . .

1
K2

. . .

K2


,

where K1 and K2 are suitably chosen and all empty spaces are set by 0. For any ciphertextc ∈
P(w1, . . . ,wn), definexc =

(
K1c
0

)
∈ R2n+m. Nguyen and Stern showed for suitably chosenK1 and K2,

Dist(xc, L(Bpk)) is small ifc is a legal ciphertext of 0 withpk and Dist(xc, L(Bpk)) is large ifc decrypts into
1 with high probability.
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2.2 Micciancio and Vadhan’s Zero-Knowledge Protocol

In [12], Micciancio and Vadhan introduced a zero-knowledge protocol for GapCVPγ. They use the fol-
lowing observation by Goldreich and Goldwasser [6]. Consider twon-dimensional unit hyperballs, one
center locates the origin and the other center locates the point that distance isd, i.e., B(0,1) andB(y, 1),
where∥y∥ = d. If d = Ω(

√
n/ logn), ratio between a volume of an intersection of two hyperballs and a

volume of a hyperball is 1/poly(n). Based on this observation, Goldreich and Goldwasser showed SZK
protocol for coGapCVP

Ω(
√

n/ logn)
[6]. Micciancio and Vadhan also constructed HVSZK proof system for

GapCVP
Ω(
√

n/ logn)
[12].

We refer Micciancio and Vadhan’s protocol as the MV protocol. LetPMV andVMV denote the prover
and the verifier, respectively. The common input is (B, y, t). The auxiliary input to the prover isw ∈ Zn

such that∥Bw − y∥ ≤ t.

Step P1 Choosek random bitsc1, . . . , ck ∈ {0, 1} independently. Also choose error vectorsr1, . . . , r k ∈
B(0, γt/2) independently and uniformly at random. Then, check if there exists an indexi∗ such
that ∥r i∗ + (2ci∗ − 1)u∥ ≤ γt/2. If not, seti∗ = 1 and redefineci∗ = 0 and r i∗ = u/2, so that
∥r i∗ + (2ci∗ − 1)u∥ < γt/2 is certainly satisfied. Finally, compute pointsmi = ciy + r i modB for
i = 1, . . . , k and send them toVMV .

Step V1 Send a random challenge bitδ ∈ {0, 1} to PMV .
Step P2 Receive a challenge bitδ ∈ {0,1}. If δ =

∑k
i=1 ci mod 2, then the prover completes the proof

sending bitsci and lattice vectorsBvi = mi − (r i + ciy) to VMV . If δ ,
∑k

i=1 ci mod 2, then the prover
sends the same messages toVMV , but withci∗ andBvi∗ replaced by 1−ci∗ andBvi∗ + (2ci∗ −1)(y−u).

Step V2 Receivek bits c1, . . . , ck andk lattice pointsBv1, . . . ,Bvk and check that they satisfy
∑k

i=1 ci = q
(mod 2) and∥mi − (Bvi + ciy)∥ ≤ γt/2 for all i = 1, . . . , k.

A completeness property is evident.

Theorem 2.12(Zero Knowledge). (PMV ,VMV ) is a statistical zero-knowledge proof system with perfect
completeness and soundness error1/2, provided one of the following conditions holds:

• γ = Ω(
√

n/ logn) and k= poly(n) is a sufficiently large polynomial, or
• γ = Ω(

√
n) and k= ω(logn) is any superlogarithmic function of n, or

• γ = n0.5+Ω(1) and k= ω(1) is any superconstant function of n.

Theorem 2.13(Proof of Knowledge). There is a probabilistic polynomial-time algorithm KMV such that if
a prover P∗ makes VMV accept with probability1/2+ ϵ on some instance(B, y, t), then KP∗

MV (B, y, t) outputs
a vectorw ∈ Zn satisfying∥Bw − y∥ ≤ γt with probabilityϵ.

2.3 Proof of Plaintext Knowledge for the Ajtai-Dwork Cryptosystem

Goldwasser and Kharchenko [8] showed a interactive zero-knowledge proof of plaintext knowledge (PPK)
for the Ajtai-Dwork cryptosystem using the above two results.

First, we immediately obtain a statistical zero-knowledge protocol for a statement thatc is a legal
ciphertext of 0 combining the above results. They also show a statistical zero-knowledge protocol for a
statement thatc is a legal ciphertext of 1 setting parameters carefully and using the fact thatc1 = vi0/2 +
c0 modP(w1, . . . ,wn) for some legal ciphertextsc1 of 1. Thus, in other words, they showed a verifiable
encryption for a statement “the ciphertextc decrypts intoσ”.

They showed PPK for the Ajtai-Dwork cryptosystem implicitly using pseudohomomorphism [9] of the
cryptosystem. We state informally their protocol: Let a common input be a pair (pk, c). The auxiliary inputs
to the prover are a plaintextσ and a randomness that used in the ciphertext. In the first step, the prover
makes a dummy ciphertext of a random bitσ′. The verifier sends a challenge bitδ. Suppose thatδ = 0.
The prover sends the plaintext and the randomness that used in the dummy ciphertext. The verifier checks
its consistency. Next, suppose thatδ = 1. The prover invokes a prover of the MV protocol with a statement
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that the sum of input ciphertext and dummy one decrypts intoσ ⊕ σ′. The verifier invokes a verifier of the
MV protocol.

3 Proof of Plaintext Knowledge for the Regev’04 Cryptosystems

3.1 The Regev’04 Cryptosystem

Instead of the original cryptosystem, we review the modified one in Kawachi, Tanaka, and Xagawa [9]. Let
c ≥ 0 is a constant. The parameter of original one isc = 0.

Let n be a security parameter,N 28n2
, andm= cmn2 wherecm is a constant. Letγ(n) = ω(n1+c

√
logn).

Let H = {h ∈ [
√

N, 2
√

N) | frc (h) < 1/(8ncm)}.

Private Key: Chooseh ∈ H uniformly at random. Letd denoteN/h. The private key is the numberh (or
d).

Public Key: Chooseα ∈ [2/γ(n), 2
√

2/γ(n)) uniformly at random. We choosem valuesz1, . . . , zm from
Φh,α by choosingx1, . . . , xm andy1, . . . , ym, where eachxi is chosen from{0, 1, . . . , ⌈h⌉} at random
and eachyi is chosen according toΨα. Let i0 be an index such thatxi0 is odd. Fori ∈ {1, . . . ,m}, let
ai be⌊Nzi⌋. The public key is (a1, . . . , am, i0).

Encryption: A plaintext isσ ∈ {0,1}. Choose a random stringr = r1 . . . rm ∈ {0, 1}m. The ciphertext is
σ

⌊
ai0/2

⌋
+

∑m
i=1 r iai modN.

Decryption: Let w ∈ {0, . . . ,N − 1} be a receiving ciphertext. We decrypt 0 if frc(w/d) < 1/4 and 1
otherwise.

We summary the results in [14, 9] on the decryption errors and the security of R04 as follows.

Theorem 3.1([14, 9]). The security of the Regev’04 cryptosystem is based on the worst case of O(γ(n)
√

n)-
uSVP. The decryption error probability is at most2−Ω(γ2(n)/n2cm).

We modify parameters and key-generation algorithm as follows:

Parameters: Let c = 3 andtα = n−3.5. Let alsoγ(n) = n4 logn.
Private Key: Same as the original one.
Public Key: Chooseα ∈ [2/γ(n), 2

√
2/γ(n)) uniformly at random. We choosem valuesz1, . . . , zm from

Φh,α by choosingx1, . . . , xm andy1, . . . , ym. If |yi |1 > tα we rechooseyi . For i ∈ {1, . . . ,m}, let ai be
⌊Nzi⌋. Let i0 be an index such thatxi0 is odd andai0 is even. The public key is (a1, . . . , am, i0).

We refer this modified version as R04.
Before summarizing security and correctness of R04, we need Lemma to bound the tail of Gaussian

distributionΨα.

Lemma 3.2. Let n be a security parameter. Letα > 0 be a real number in[2/γ(n), 2
√

2/γ(n)). Let tα be an
integer that asymptotically larger than2

√
2 logn/γ(n), i.e., tα = ω(logn)/γ(n). Finally, let y be a random

variable according to the distributionΨα. Then, the probability thatfrc (y) ≥ tα is negligible in n.

Proof. By Lemma 2.1, we have that

Pr
y∼Ψα

[
frc (y) ≥ tα

] ≤ Pr
y′∼N(0,α2/(2π))

[∣∣∣y′∣∣∣ ≥ tα
]

≤
√

2
π

2
√

2/(γ(n)
√

2π)
tα

exp

− t2α
2(2
√

2/(γ(n)
√

2π))2


≤ 2

√
2

πtαγ(n)
exp

(
−π t2αγ(n)2

8

)
.

Since we settα = ω(
√

logn)/γ(n), we obtain exp(−ω(logn)) as the upperbound of the probability. �
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Let we argue the correctness of R04.

Lemma 3.3(Correctness). Let c0 and c1 be legal ciphertexts of0 and1 respectively. Then,

frc
(c0

d

)
≤ 1

4n3
+mtα ≤

2
n

andfrc
(c1

d

)
≥ 1

2
− 1

2n3
+ (m+ 1)tα ≥

1
2
− 2

n
.

I.e., there exist no decryption errors.

Proof. We first evaluate frc(c0/d). Let c0 =
∑m

i=1 r iai modN. Considering effects by moduloN at mostm
times, we have that∣∣∣∣∣∣∣c0 −

 m∑
i=1

r iai modd ⌊h⌉

∣∣∣∣∣∣∣ ≤ m|N − d ⌊h⌉| = md · frc (h) <

1
8n3

d.

By the triangle inequality,

frc
(c0

d

)
≤ 1

8n3
+ frc

(∑m
i=1 r iai modd ⌊h⌉

d

)
≤ 1

8n3
+ frc

(∑m
i=1 ai

d

)
≤ 1

8n3
+

m
d
+ frc

N
d

m∑
i=1

zi

 ,
where in the last inequality we use the factai = ⌊Nzi⌋. Sincezi = (xi + yi)/h andN = dh,

frc

N
d

m∑
i=1

zi

 = frc

 m∑
i=1

(xi + yi)

 = frc

 m∑
i=1

yi

 ≤ mtα.

Sinced is much larger thanm, 1
8n3 +

m
d ≤

1
4n3 . Therefore, we obtain frc(c0/d) ≤ 1

4n3 +mtα.
We next evaluate frc(c1/d). Note that for some legal ciphertext of 0c0, c1 =

⌊
ai0/2

⌋
+ c0 modN. From

the construction ofai0,

frc

(⌊
ai0/2

⌋
d

)
≥ frc

(
ai0/2

d

)
− 1

d
≥ frc

(
Nzi0/2

d

)
− 2

d
≥ frc

( xi0 + yi0

2

)
− 2

d
≥ 1

2
− frc

(yi0

2

)
− 2

d
≥ 1

2
− tα,

where in the last inequality we use the factd is much larger thantα. By the triangle inequality, we obtain
that

frc
(c1

d

)
= frc

(⌊
ai0/2

⌋
+ c0 modN

d

)
≥ 1

2
− tα −

(
1

4n3
+mtα

)
− 1

8n3m

≥ 1
2
− 1

2n3
− (m+ 1)tα.

�

We define the assumption IuSVP as follows:

Assumption 3.4(Infeasibility of uSVP). There exists no polynomial-time algorithm that solvesÕ(n4.5)-
uSVP with non-negligible probability.
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3.2 Preliminaries for PPK

Let E(pk, σ) be a set of legal ciphertexts ofσ with a public keypk. We define a threshold of GapCVP as

t =
√

m2 + K2
2m and an approximation factor of GapCVP asγ =

√
m+2

log (m+2).

Definition 3.5. Let pk = (a1, . . . , am, i0) be a public key of R04. Letc be an integer in{0, 1, . . . ,N − 1}.
Define a mappingF (pk, c) = (Bpk, t, xc), wherexc =

(
K1c
0

)
∈ Zm+2. And Bpk ∈ Z(m+2)×(m+1) is

Bpk =



K1N K1v1 · · · K1vm

1
K2

. . .

K2


,

wherevi = ai , K1 = n4, K2 = n2 and empty spaces are set by 0.

We remark thatK1 > γt and 1
8n3m
+
√

2mtα
K2
≤ n−4.

3.3 From Ciphertexts to GapCVP (or Verifiable Encryption)

3.3.1 From Ciphertexts of 0 to Instances of GapCVP

We show thatF (·, ·) maps a valid ciphertext of 0 to a YES instance of GapCVPγ and a ciphertext that
decrypts to 1 to a NO instance of one. Hence, we have an interactive proof thatc is a ciphertext of 0 using
the MV protocol and this transformation.

Lemma 3.6.

1. For (sk, pk) and c∈ E(pk,0), F (pk, c) is a YES instance ofGapCVPγ.
2. For any instance of(sk, pk) and c∈ {0, 1, . . . ,N−1} such that D(sk, c) = 1,F (pk, c) is a NO instance

of GapCVPγ.

Proof. (1). Sincec ∈ E(pk,0), there exists a stringr such thatc =
∑m

i=1 r ivi modN. Thus, there exists a
vectorw = t(α1, β1, . . . , βm), whereα1 ∈ {−m, . . . , 0} andβi ∈ {0,1}, such thatc = α1N +

∑m
i=1 βivi . It is

evident thatBpkw ∈ Lpk. Hence, we obtain that

Dist

((
K1c
0

)
, Lpk

)
≤ Dist

((
K1c
0

)
,Bpkw

)

=

√√√
α2

1 + K2
2

m∑
j

β2
j

≤
√

m2 + K2
2m= t.

(2). Let c ∈ {0, 1, . . . ,N − 1} be any vector which decrypts to 1 and letT = γt. From the remark, it follows
that T/n4 ≤ 1/4 ≤ frc (c/d). By Claim 3.7Dist

((
K1c
0

)
, Lpk

)
≤ T can not hold. Thus,F (pk, c) is a NO

instance. �

Claim 3.7. Let K1 > T > 0, pk be a public key ofR04, and c∈ {0, 1, . . . ,N − 1}. For sufficiently large n, If

Dist
((

K1c
0

)
, Lpk

)
≤ T thenfrc (c/d) ≤ T( 1

8n3m
+
√

2mtα
K2

) ≤ T/n4.
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Proof. From the assumption, there existsw = t(α1, β1, . . . , βm) such that
∥∥∥∥(K1c

0

)
− Bpkw

∥∥∥∥ ≤ T. We define

e= K1c− K1(α1N +
∑m

i=1 βivi). From the construction ofBpk, we obtain that

α2
1 + K2

2

m∑
i=1

β2
i + e2 ≤ T2.

From the factK1 > T ande ∈ K1Z, emust be 0. Recall thatc = α1N +
∑m

i=1 βivi + e/K1. Therefore,

frc (c/d) ≤ |α1| frc (N/d) +
m∑

i=1

|βi | frc (vi/d)

≤ Tfrc (h) +
m∑

i=1

|βi | (1/d + frc (yi))

By the Cauchy-Schwartz inequality and the upper bound of
∑
β2

i , we have
∑m

i=1 βi(1/d + frc (yi)) ≤√∑m
i=1 β

2
i

√∑m
i=1(1/d + frc (yi))2 ≤

√∑m
i=1 2frc(yi)2T/K2. Moreover, from the key generation algorithm,

we have
√∑m

i=1 2frc(yi)2 ≤
√

2mtα. Hence, we obtain frc(c/d) ≤ T( 1
8n3m

+
√

2mtα
K2

) and conclude the
proof. �

Protocol0: proving that a ciphertext decrypts to 0: Let P0 andV0 denote the prover and the verifier,
respectively. Let the common input be a pair (pk, c), wherepk is a public key of R04 andc is an element in
{0, 1, . . . ,N − 1}. The auxiliary input to the prover isβ1, . . . , βm ∈ {0, 1} such thatc =

∑m
i=1 βivi modN.

Prover P0: Computes an integerα1 such thatc = α1N +
∑m

i=1 βivi . Invokes the proverPMV to prove
that inputF (pk, c) is a YES instance of GapCVPγ with an auxiliary inputBpkw, where w =
t(α1, β1, . . . , βm).

Verifier V0: Invoke the verifierVMV to verify that inputF (pk, c) is a YES instance of GapCVPγ.

Hence we use the MV protocol, we obtain the lemma as follows.

Lemma 3.8. Protocol(P0,V0) is a statistical zero-knowledge protocol.

3.3.2 From Ciphertexts of1 to Instances of GapCVP

If c is a valid ciphertext of 1 theny := c − ⌊
vi0/2

⌋
modN is a valid ciphertext of 0. On the other hand,

even if c be a ciphertext that decrypts to 0, there are the case thaty is not a ciphertext that decrypts to 1
because frc

(
vi0

)
is not 0 and there are effects by moduloN. However, we ensureF (pk, y) is a NO instance

of GapCVPγ as follows.

Lemma 3.9. Let y= c− ⌊
vi0/2

⌋
modN.

1. For (sk, pk) and c∈ E(pk,1), F (pk, y) is a YES instance ofGapCVPγ.
2. For any instance of(sk, pk) and c∈ {0, 1, . . . ,N−1} such that D(sk, c) = 0,F (pk, y) is a NO instance

of GapCVPγ.

Proof. (1). Sincec is a legal ciphertext of 1, we havey is a legal ciphertext of 0. Therefore, byLemma 3.6,
F (pk, y) is a YES instance of GapCVPγ.
(2) Let c ∈ {0, 1, . . . ,N − 1} be a ciphertext that decrypts into 0. By the triangle inequality,

frc

(
c− ⌊

vi0/2
⌋

modN

d

)
≥ frc

(⌊
vi0/2

⌋
d

)
− frc

( c
d

)
− frc (h) .
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From the decryption algorithm, frc(c/d) ≤ 1/4. Therefore, we obtain

frc

(
c− ⌊

vi0/2
⌋

modN

d

)
≥ 1

2
− tα − 1/4− 1

8n3m
≥ 1

4
−

(
tα +

1
8n3m

)
.

Note thatγt
n4 <

1
4 −

(
tα + 1

8n3m

)
. Thus, byClaim 3.7, Dist

((
K1c
0

)
, Lpk

)
≤ γt can not hold, andF (pk, y) is a

NO instance of GapCVPγ. �

Protocol1: proving that a ciphertext decrypts to 1: Let P1 andV1 denote the prover and the verifier,
respectively. The common input is a pair (pk, c), wherepk is a public key of R04 andc is an integer in
{0, 1, . . . ,N−1}. The auxiliary input to the prover isβ1, . . . , βm ∈ {0, 1} such thatc =

⌊
vi0/2

⌋
+
∑m

i=1 βivi mod
N.

Prover P1: Let y = c − ⌊
vi0/2

⌋
modN. Computes an integerα1 such thatc = α1N +

∑m
i=1 βivi . Invokes

the proverPMV to prove that inputF (pk, y) is a YES instance of GapCVPγ with an auxiliary input
Bpkw, wherew = t(α1, β1, . . . , βm).

Verifier V1: Invoke the verifierVMV to verify that inputF (pk, y) is a YES instance of GapCVPγ.

Similar to the case of ciphertexts of 0, we obtain the following lemma.

Lemma 3.10. Protocol(P1,V1) is a statistical zero-knowledge protocol.

3.4 Lemmas

In this section, we consider the sum of ciphertexts and its pseudohomomorphism [9]. In the following
section, we definet′ = 4t.

Definition 3.11. Let pk = (a1, . . . , am, i0) be a public key of R04,c andc′ elements from{0, 1, . . . ,N −
1}, σ′ andσ′′ ∈ {0, 1}, r ′ ∈ {0,1}m, andp be a point fromLpk. We say that input (pk, c) and witness
(c′, σ′, r ′, σ′′, p) are inRR04 if:

• c′ = Epk(σ′; r ′)

• Dist
((K1(c+c′−σ′′

⌊
vi0/2

⌋
modN)

0

)
,p

)
≤ γt′ (i.e.,c+ c′ modN decrypts toσ′′.)

Theorem 3.12. Let (pk, sk) be an instance ofR04. If ((pk, c),w) ∈ RR04 for w = (c′, σ′, r ′, σ′′, p), then
σ′ ⊕ σ′′ = D(sk, c).

Proof. We first consider the caseσ′′ = 0. In this case, we have that an inequality

Dist

((
K1(c+ c′ modN)

0

)
,p

)
≤ γt′.

Applying Claim 3.7, we obtain that frc((c+ c′ modN)/d) ≤ γt′/n4. Suppose thatσ′ = 0. Sincec′ is a
legal ciphertext, frc(c′/d) ≤ 2/n. It implies that frc(c/d) ≤ γt′/n4 + 2/n+ 1/8n3m≤ 1/4 andD(sk, c) = 0.
We also suppose thatσ′ = 1. Sincec′ is a legal ciphertexts, frc(c′/d) ≥ 1/2− 2/n. Therefore, by triangle
inequality frc(c/d) ≥ 1/2− 2/n− γt′/n4 − 1/8n3m≥ 1/4 andD(sk, c) = 1.

Next, we consider the caseσ′′ = 1, i.e.,

Dist

((
K1(c+ c′ − ⌊

vi0/2
⌋

modN)
0

)
, p

)
≤ γt′.

Applying Claim 3.7, we obtain that frc
(
(c+ c′ − ⌊

vi0/2
⌋

modN)/d
) ≤ γt′/n4. It implies that

frc ((c+ c′ modN)/d) ≥ 1/2 − (frc (h) + 2tα) − γt′/n4 ≥ 1/2 − 2/n. Suppose thatσ′ = 0. Sincec′

is a legal ciphertext, frc(c′/d) ≤ 2/n. It implies that frc(c/d) ≥ 1/2 − 2/n − 2/n − 1/8n3m ≥ 1/4
and D(sk, c) = 1. Next, we suppose thatσ′ = 1. Sincec′ is a legal ciphertext, we have that
frc (c′/d) ≥ 1/2− (2frc(h) + 2mtα) ≥ 1/2− 2/n. It implies that frc(c/d) ≤ 2/n+ 2/n+ 1/8n3m≤ 1/4 and
D(sk, c) = 0. We conclude the proof. �
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3.5 Main Protocol

Let P andV denote a prover and a verifier, respectively. A common input is (pk, c). An auxiliary input to
the prover is (σ, r) such thatc = Epk(σ; r).

Define a mappingG(pk, c) = (Bpk, xc, t′) wheret′ = 2t andBpk andxc are similar toF (pk, c). Let
Protocol′0 (or Protocol′1) be Protocol0 (or Protocol1) whereF (·, ·) is replaced byG(·, ·) respectively.

Protocol PPK:

Step P1 P selectsσ′ ∈ {0,1} andr ′ ∈ {0, 1}m randomly. Computesc′ = Epk(σ′; r ′) and sendsc′ to V.
Step V1 V sends a random challenge bitδ ∈ {0,1} to P.
Step P2 If δ = 0, P sends pair (σ′, r ′). If δ = 1, P computesσ′′ = σ + σ′ mod 2 and sendsσ′′ to V. Let

c̄ = (c+ c′) modN and runs Protocol′σ′′ on input (pk, c̄) as prover.
Step V2 If δ = 0. V accepts ifc′ = Epk(σ′; r ′), else rejects. Ifδ = 1. Run the Protocol′σ′′ on input (pk, c̄)

as verifier.

Theorem 3.13(Regev 04 PPK). Interactive protocol(P,V) is a proof of knowledge system with knowledge
error 3/4 for RR04. Moreover, the protocol(P,V) is a computational zero knowledge under the assumption
IuSVP.

The proofs of followingLemma 3.14andLemma 3.15are inAppendix A. We need the lemmas for larger
protocol PPK.

Lemma 3.14. For sufficiently large n,

1. If (sk, pk) is an instance ofR04, c = c1 + c2 modN such that D(sk, c) = 0 and c1, c2 ∈ E(pk, ·),
G(pk, c) is a YES instance ofGapCVPγ.

2. Let (sk, pk) be an instance ofR04and c∈ {0,1, . . . ,N − 1}. If frc (c/d) > 1/8, thenG(pk, c) is a NO
instance ofGapCVPγ.

Lemma 3.15. For sufficiently large n,

1. If (sk, pk) is an instance ofR04, c = c1 + c2 modN such that D(sk, c) = 1 and c1, c2 ∈ E(pk, ·),
G(pk, y) is a YES instance ofGapCVPγ, where y= c− ⌊

vi0/2
⌋

modN.
2. Let (sk, pk) be an instance ofR04and c∈ {0,1, . . . ,N − 1}. If frc (c/d) < 3/8, thenG(pk, y) is a NO

instance ofGapCVPγ, where y= c− ⌊
vi0/2

⌋
modN.

Proof of Completeness.Since it is evident, we omit the proof. �

Proof of Validity with error3/4. Let pk = (a1, . . . , am, i0) be a public key of R04. andc ∈ {0, 1, . . . ,N− 1}.
Let P∗ be an arbitrary prover that makeV accept with probabilityϵ+3/4 for ϵ > 0 on common input (pk, c).

We construct a knowledge extractorK as follows. K’s input is (pk, c). First, K choose a random tape
of P∗. Let δ1 denotes a challenge bit in Protocol′

σ′′ . K runsP∗ three times, where the challenge bit are
0, (1,0) and (1, 1). K obtains three viewsT0, T1, andT2. Views are in forms thatT0 = (c′, 0, σ′, r ′),
T1 = (c′, 1, σ′′,T′1), andT2 = (c′, 1, σ′′,T′2), whereT′1 andT′2 are transcripts of Protocol′σ′′ thatδ1 are 0 and
1 respectively. If any one of three views is rejected,K outputs⊥ and halts. Otherwise, i.e., three views are
accepted,K obtains a vectorp that is witness of GapCVPγ using the extractor in Protocol′0 or Protocol′1.
Outputs (c′, σ′, r ′, σ′′,p) and halts.

Note that the probabilityK does not output⊥ is at leastϵ. Therefore,K is indeed the knowledge
extractor. �

Proof of Zero-knowledge of PPK.We construct a simulatorS as follows: Let Sσ is a simulator for
Protocol′σ.
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Step P1 Chooses∆ ∈ {0,1} randomly (Predictor of a challenge bit). If∆ = 0, choosesσ′, r ′ randomly and
computesc′ = Epk(σ′; r ′). If ∆ = 1, choosesσ′′, r ′′ randomly, computes ¯c = Epk(σ′′; r ′′), and sets
c′ = c̄− c modN. Sendsc′ to V∗.

Step V1 Receives a challenge bitδ from V∗.
Step P2, V2 If ∆ , δ, outputs⊥ and halts. If∆ = δ = 0 outputs (c′, δ, σ′, r ′). If ∆ = δ = 1, invokeSσ′′

with input (pk, c̄). Let T = Sσ′′(pk, c̄). Outputs (c′, δ, σ′′,T) and halts.

We assume that ISVP holds, hence according to the security property of R04 if∆ = 0 thenc′ is
computationally indistinguishable from the uniform distribution on{0, 1, . . . ,N − 1}; if ∆ = 0 thenc′ =
c̄− c modN is also indistinguishable from the uniform distribution. Therefore, the generated transcripts is
computationally indistinguishable from a real transcript. �

4 Proof of Plaintext Knowledge on the Regev’05 Cryptosystem

4.1 The Regev’05 Cryptosystem

We briefly review the Regev’05 cryptosystem [15].
Let n be a security parameter (or a dimension of underlying lattice problems). Letq be a prime and

α ∈ (0, 1) a real such thatαq > 2
√

n. Let mbe an integer larger than 5(n+ 1) logq.

Private Key: Chooses ∈ Zn
q uniformly at random. A private key iss.

Public Key: Choosem vectorsa1, . . . , am ∈ Zn
q independently at random. Choosee1, . . . , em ∈ Zq inde-

pendently according tōΨα. Computebi = ⟨ai , s⟩ + ei modq. A public key is{(ai , bi)}i=1,...,m.
Encryption: Choose a random stringr ∈ {0, 1}m. Let σ ∈ {0,1} be a plaintext. A ciphertext is

(
∑m

i=1 r iai modq, σ ⌊q/2⌋ +∑m
i=1 r ibi modq).

Decryption: Let (a, b) ∈ Zn
q × Zq be a received ciphertext. If|b − ⟨a, s⟩|q ≤ q/4 then decrypt into 0,

otherwise into 1.

Regev recommendedq ∈ (n2,2n2) andα = o(1/
√

n logn) to tighten the approximation factor of underlying
lattice problems.

Theorem 4.1([15]). The security of the Regev’05 cryptosystem is based on the worst case ofSVPÕ(n/α(n))
and SIVPÕ(n/α(n)) for polynomial-time quantum algorithms. The decryption error probability is at most

2−Ω(1/(mα2(n))) + 2−Ω(n).

We modify the key generation algorithm and parameters as follows:

Parameter: Let q = Θ(n4) be a prime andm = 5(n + 1)(logq + 1). We also defineα = 1/m2. Note that
qα = Θ(n2/ log2 n) > 2

√
n for sufficiently largen. Let tα = n2 logn. Note thattα = ω(qα

√
logn).

Private Key: Same as the original one.
Public Key: Choosemvectorsa1, . . . , am ∈ Zn

q independently at random. Choosemelementse1, . . . , em ∈
Zq independently according tōΨα. If |ei |q ≤ tα for all i then computebi = ⟨ai , s⟩ + ei modq, else
re-choosee1, . . . , em. A public key is{(ai ,bi)}i=1,...,m.

We refer this modified version as R05. Note that the probability that there existsi such that|ei |q > tα is
negligible inn from the followingLemma 4.2. We also note that there exist no decryption errors in R05.

Lemma 4.2. Let n be a security parameter. Let q be a prime andα > 0 a real number such that qα > 2
√

n.
Let tα be an integer that asymptotically larger than qα

√
logn, i.e., tα = ω(qα

√
logn). Finally, let e be a

random variable according to the distribution̄Ψα. Then, the probability that|e|q ≥ tα is negligible in n.
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Proof. By Lemma 2.1, we have that

Pr
e∼Ψ̄α

[|e|q ≥ tα] ≤ Pr
e′∼Ψα

[|e′| ≥ (tα − 1)/q]

≤
√

2
π

α/
√

2π
(tα − 1)/q

exp

(
− (tα − 1)2/q2

2(α/
√

2π)2

)
≤ qα
π(tα − 1)

exp

(
−π (tα − 1)2

q2α2

)
.

Since we settα = ω(qα
√

logn), we obtain exp(−ω(logn)) as the upperbound of the probability. �

The security follows fromTheorem 4.1. We summarize the property of R05 as follows.

Theorem 4.3. The security ofR05 is based on the worst case ofSVPÕ(n3) andSIVPÕ(n3) for polynomial-
time quantum algorithms. There exist no decryption errors.

We define the assumption ISVP as follows:

Assumption 4.4(Infeasibility of SVP). There exists no quantum polynomial-time algorithm that solves
SVPÕ(n3) and SIVP̃O(n3) with non-negligible probability.

4.2 Preliminaries for PPK

Let E(pk, σ) be a set of legal ciphertexts ofσ with a public keypk. We define a threshold of GapCVP as

t =
√

(n+ 1)m2 + K2
2m and an approximation factor of GapCVP asγ =

√
2n+m+3

log (2n+m+3).

Definition 4.5. Let pk = {(ai ,bi)}i=1,...,m be a public key of R05. Letc be a vector inZn+1
q . Define a mapping

F (pk, c) = (Bpk, t, xc), wherexc =
(
K1c
0

)
∈ Z2n+m+3. Bpk ∈ Z(2n+m+3)×(n+m+2) is

Bpk =



K1qIn+1 K1(q− 1)un+1 K1v1 . . . K1vm

In+1

1
K2

. . .

K2


,

wherevi =
(
ai
bi

)
∈ Zn+1

q , K1 = n4, andK2 = n2.

From the definitions oft andγ, we have thatγt = O(n2m). We remark that, for sufficiently largen,
4γt = O(n2m) < K1 and 4γt(1+

√
mtα/K2) = O(n2m)O(1+

√
mlogn) < O(n4) = q/8 from the definitions

of K1, K2, q, andtα.

4.3 From Ciphertexts of 0 to Instances of GapCVP (or Verifiable Encryption)

We show thatF (·, ·) maps a valid ciphertext of 0 to a YES instance of GapCVPγ and a ciphertext that
decrypts into 1 to a NO instance of one. Hence, we have an interactive proof thatc is a ciphertext of 0 using
the MV protocol and the transformationF (·, ·).

Lemma 4.6.

1. For (sk, pk) andc ∈ E(pk,0), F (pk, c) is a YES instance ofGapCVPγ.
2. For any instance of(sk, pk) and c ∈ Zn+1

q such that D(sk, c) = 1, F (pk, c) is a NO instance of
GapCVPγ.
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Proof. (1). Sincec ∈ E(pk,0), there exists a stringr ∈ {0, 1}m such thatc =
∑m

i=1 r ivi modq. Thus,
there exists a vectorw = t(α1, . . . , αn+1, 0, β1, . . . , βm), whereαi ∈ {−m, . . . , 0} andβi ∈ {0,1}, such that
c =

∑n+1
i=1 αiqui +

∑m
j=1 β jv j . It is evident thatBpkw ∈ L(Bpk). Hence, we obtain that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ Dist

((
K1c
0

)
,Bpkw

)

=

√√√n+1∑
i

α2
i + K2

2

m∑
j

β2
j

≤
√

(n+ 1)m2 + K2
2m= t.

(2). Let c =
(
a
b

)
∈ Zn+1

q be any vector which decrypts into 1. LetT = γt. From the remark, it follows that

T(1+
√

mtα/K2) ≤ q/4 ≤ |b− ⟨a, s⟩|q. By Claim 4.7Dist
((

K1c
0

)
, L(Bpk)

)
≤ T can not hold. Thus,F (pk, c)

is a NO instance. �

Claim 4.7. Let K1 > T > 0. Let pk be a public key ofR05 and c ∈ Zn+1
q . For sufficiently large n, if

Dist
((

K1c
0

)
, L(Bpk)

)
≤ T then|b− ⟨a, s⟩|q ≤ T(1+

√
mtα/K2).

Proof. From the assumption, there existsw = t(α1, . . . , αn+2, β1, . . . , βm) such that
∥∥∥∥(K1c

0

)
− Bpkw

∥∥∥∥ ≤ T. We

definee = K1c− K1(q
∑n+1

i αiui + (q− 1)αn+2un+1 +
∑m

j=1 βivi). From the construction ofBpk, we obtain
that

n+2∑
i=1

α2
i + K2

2

m∑
j=1

β2
i + ∥e∥2 ≤ T2.

From the factK1 > T and e ∈ K1Z
n+1, e must be0. We note thatα2

n+2 ≤ T2. Now, recall thatc =∑n+1
i=1 αiqui + (q− 1)αn+2un+1 +

∑m
j=1 βivi + e/K1. Therefore,

b− ⟨a, s⟩ ≡ (q− 1)αn+2 +

m∑
i=1

βibi −
m∑

i=1

βi⟨ai , s⟩ ≡ −αn+2 +

m∑
i=1

βiei (mod q).

By the Cauchy-Schwartz inequality and the upper bound of
∑
β2

i , we have |∑m
i=1 βiei |q ≤√∑m

i=1 β
2
i

√∑m
i=1 |ei |2q ≤

√∑m
i=1 |ei |2qT/K2. Moreover, from the key generation algorithm, we have√∑m

i=1 |ei |2q ≤
√

mtα. Hence, by triangle inequality, we obtain|b− ⟨a, s⟩|q ≤ T(1+
√

mtα/K2) and complete
the proof. �

Protocol0: proving that a ciphertext decrypts into 0: P0 andV0 denote the prover and the verifier,
respectively. The common input is a pair (pk, c), wherepk is a public key of R05 andc is a vector inZn+1

q .
The prover’s auxiliary input isβ1, . . . , βm ∈ {0,1} such thatc =

∑m
i=1 βivi modq.

Prover P0: Compute integersα1, . . . , αn+1 such thatc =
∑m

i=1 βivi +
∑n+1

j=1 qαiui . Invoke the proverPMV

to prove that the inputF (pk, c) is a YES instance of GapCVPγ with an auxiliary inputBpkw, where
w = t(α1, . . . , αn+1, 0, β1, . . . , βm).

Verifier V0: Invoke the verifierVMV to verify that the inputF (pk, c) is a YES instance of GapCVPγ.

Hence we use the MV protocol, we obtain the lemma as follows.

Lemma 4.8. The protocol(P0,V0) is a statistical zero-knowledge protocol.
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4.4 From Ciphertexts of 1 to Instances of GapCVP (or Verifiable Encryption)

Lemma 4.9. Lety = c− ⌊q/2⌋ un+1 modq.

1. For (sk, pk) andc ∈ E(pk,1), F (pk, y) is a YES instance ofGapCVPγ.
2. For any instance of(sk, pk) and c ∈ Zn+1

q such that D(sk, c) = 0, F (pk, y) is a NO instance of
GapCVPγ.

Proof. (1). Sincec is a legal ciphertext of 1,y is a legal ciphertext of 0. The proof is similar to that of
Lemma 4.6.
(2). We considery = c − ⌊q/2⌋un+1 modq. In this case,D(sk, y) = 1. Therefore, we prove in a similar
way to the proof ofLemma 4.6. �

Protocol1: proving that a ciphertext decrypts into 1: P1 andV1 denote the prover and the verifier,
respectively. The common input is a pair (pk, c), wherepk is a public key of R05 andc is a vector from
Zn+1

q . The prover’s auxiliary input isβ1, . . . , βm ∈ {0,1} such thatc =
∑m

i=1 βivi modq.

Prover P1: Let y = c − ⌊q/2⌋un+1 modq. Compute integersα1, . . . , αn+1 such thatc = ⌊q/2⌋un+1 +∑m
i=1 βivi +

∑n+1
j=1 qαiui . Invoke the proverPMV to prove that inputF (pk, y) is a YES instance of

GapCVPγ with an auxiliary inputBpkw, wherew = t(α1, . . . , αn+1, 0, β1, . . . , βm).
Verifier V1: Invoke the verifierVMV to verify that inputF (pk, y) is a YES instance of GapCVPγ.

We obtain the following lemma in a similar way to the case of ciphertexts of 0.

Lemma 4.10. The protocol(P1,V1) is a statistical zero-knowledge protocol.

4.5 Definition of Relation

We definet′ = 4t.

Definition 4.11. Let pk = {(ai ,bi)}i=1,...,m be a public key of R05. Letc and c′ be vectors fromZn+1
q .

Let σ′ andσ′′ be bits,r ′ anm-bit string, andp a vector inL(Bpk). We say that input (pk, c) and witness
(c′, σ′, r ′, σ′′, p) are inRR05 if:

• c′ = Epk(σ′; r ′) and

• Dist
((

K1(c+c′−σ′′⌊q/2⌋un+1 modq)
0

)
,p

)
≤ γt′ (i.e.,c+ c′ modq decrypts intoσ′′.)

Theorem 4.12. Let (pk, sk) be an instance ofR05. If ((pk, c),w) ∈ RR05 for w = (c′, σ′, r ′, σ′′, p), then
σ′ ⊕ σ′′ = D(sk, c).

Proof. Let pk = {(ai , bi)}i=1,...,m be a public key of R05.
We first consider the caseσ′′ = 0. In this case, we have that an inequality

Dist

((
K1(c+ c′ modq)

0

)
, p

)
≤ γt′.

Applying Claim 4.7, we obtain that|b+ b′ − ⟨a+ a′, s⟩|q ≤ γt′(1+
√

mtα/K2). Suppose thatσ′ = 0. Since
c′ is a legal ciphertext,|b′ − ⟨a, s⟩|q ≤ mtα. It implies that|b − ⟨a, s⟩|q ≤ mtα + γt′(1 +

√
mtα/K2) ≤ q/4

andD(sk, c) = 0. We also suppose thatσ′ = 1. Sincec′ is a legal ciphertext,|b′ − ⟨a, s⟩|q ≥ q/2−mtα. It
implies that|b− ⟨a, s⟩|q ≥ q/2−mtα − γt′(1+

√
mtα/K2) ≥ q/4 andD(sk, c) = 1.

Next, we consider the caseσ′′ = 1, i.e.,

Dist

((
K1(c+ c′ − ⌊q/2⌋un+1 modq)

0

)
, p

)
≤ γt′.
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Applying Claim 4.7, we obtain that|b + b′ − ⌊q/2⌋ − ⟨a+ a′, s⟩|q ≤ γt′(1 +
√

mtα/K2). Hence we have
|b + b′ − ⟨a+ a′, s⟩|q ≥ q/2 − γt′(1 +

√
mtα/K2). Suppose thatσ′ = 0. Sincec′ is a legal ciphertext,

|b′ − ⟨a, s⟩|q ≤ mtα. It implies that|b − ⟨a, s⟩|q ≥ q/2 −mtα − γt′(1 +
√

mtα/K2) ≥ q/4 andD(sk, c) = 1.
Next, we suppose thatσ′ = 1. Sincec′ is a legal ciphertext, we have that|b′ − ⟨a′, s⟩|q ≥ q/2 − mtα. It
implies that|b− ⟨a, s⟩|q ≤ γt′(1+

√
mtα/K2) +mtα ≤ q/4 andD(sk, c) = 0. We complete the proof. �

4.6 Main Protocol

Let P and V denote the prover and the verifier, respectively. The common input is a pair (pk, c). The
auxiliary input is a pair (σ, r) such thatc = Epk(σ; r).

Define a mappingG(pk, c) = (Bpk, xc, t′) wheret′ = 4t and bothBpk andxc are similar toF (pk, c). Let
Protocol′0 (or Protocol′1) be Protocol0 (or Protocol1) whereF (·, ·) is replaced byG(·, ·) respectively.

Protocol PPK:

Step P1 P selectsσ′ ∈ {0,1} andr ′ ∈ {0, 1}m randomly.P computesc′ = Epk(σ′; r ′) and sendsc′ to V.
Step V1 V sends a random challenge bitδ ∈ {0,1} to P.
Step P2 If δ = 0, P sends the pair (σ′, r ′). If δ = 1, P computesσ′′ = σ + σ′ mod 2 and sendsσ′′ to V.

Let c̄ = (c+ c′) modq and runs Protocol′σ′′ on the input (pk, c̄) as the prover.
Step V2 If δ = 0, V accepts ifc′ = Epk(σ′; r ′), else rejects. Ifδ = 1, V runs the Protocol′σ′′ on the input

(pk, c̄) as the verifier.

Theorem 4.13(PPK for R05). The interactive protocol(P,V) is a proof of knowledge system with knowl-
edge error3/4 for RR05. Moreover, the protocol(P,V) is a computational zero knowledge under the as-
sumption ISVP.

Our proof is based on the proof of Goldwasser and Kharchenko [8]. Before describing the proof, we
need lemmas that give the properties of the protocols.

Lemma 4.14. For sufficiently large n,

1. If (sk, pk) be an instance ofR05andc = c1 + c2 modq such that D(sk, c) = 0 andc1, c2 ∈ E(pk, ·),
G(pk, c) is a YES instance ofGapCVPγ.

2. Let (sk, pk) be an instance ofR05andc =
(
a
b

)
∈ Zn+1

q . If |b − ⟨a, s⟩|q > q/8, thenG(pk, c) is a NO
instance ofGapCVPγ.

Lemma 4.15. For sufficiently large n,

1. If (sk, pk) be an instance ofR05andc = c1 + c2 modq such that D(sk, c) = 1 andc1, c2 ∈ E(pk, ·),
G(pk, y) is a YES instance ofGapCVPγ, wherey = c− ⌊q/2⌋ un+1 modq.

2. Let (sk, pk) be an instance ofR05andc =
(
a
b

)
∈ Zn+1

q . If |b− ⟨a, s⟩|q > 3q/8, thenG(pk, y) is a NO
instance ofGapCVPγ, wherey = c− ⌊q/2⌋un+1 modq.

The proofs ofLemma 4.14andLemma 4.15are inAppendix B. Let us proveTheorem 4.13.

Proof of completeness.Since it is evident, we omit the proof. �

Proof of validity with error3/4. Let pk = {(ai ,bi)}i=1,...,m be a public key of R05 andc = (a,b) ∈ Zn+1
q . Let

P∗ be an arbitrary prover that makeV accept with probabilityϵ+3/4 for ϵ > 0 on the common input (pk, c).
We construct a knowledge extractorK as follows.K’s input is (pk, c). First,K chooses a random tape

of P∗. Let δ1 denote a challenge bit in Protocol′
σ′′ . K runsP∗ three times, where the challenge bits are

0, (1,0) and (1, 1). K obtains three viewsT0, T1, andT2. Views are in forms thatT0 = (c′, 0, σ′, r ′),
T1 = (c′, 1, σ′′,T′1), andT2 = (c′, 1, σ′′,T′2), whereT′1 andT′2 are transcripts of Protocol′σ′′ thatδ1 are 0 and
1 respectively. If any one of three views is rejected,K outputs⊥ and halts. Otherwise, i.e., three views are

16



accepted,K obtains a vectorp that is witness of GapCVPγ using the extractor of Protocol′0 or Protocol′1. K
outputs (c′, σ′, r ′, σ′′,p) and halts.

Note that the probabilityK does not output⊥ is at leastΘ(ϵ). Therefore,K is indeed the knowledge
extractor. �

Proof of zero-knowledge of PPK.Let Sσ′′ be a simulator for Protocol′σ′′ . We construct a simulatorS as
follows:

Step P1 Chooses∆ ∈ {0,1} randomly (a predictor of a challenge bit). If∆ = 0, choosesσ′, r ′ randomly
and computesc′ = Epk(σ′; r ′). If ∆ = 1, choosesσ′′, r ′′ randomly, computes̄c = Epk(σ′′; r ′′), and
setsc′ = c̄− c modq. Sendsc′ to V∗.

Step V1 Receives a challenge bitδ from V∗.
Step P2, V2 If ∆ , δ, outputs⊥ and halts. If∆ = δ = 0 outputs (c′, δ, σ′, r ′). If ∆ = δ = 1, invokeSσ′′

with input (pk, c̄). Let T = Sσ′′(pk, c̄). Outputs (c′, δ, σ′′,T) and halts.

We assume that ISVP holds, hence according to the security property of R05 if∆ = 0 thenc′ is
computationally indistinguishable from the uniform distribution onZn+1

q ; if ∆ = 0 thenc′ = c̄− c modq is
also indistinguishable from the uniform distribution. Therefore, the generated transcripts is computationally
indistinguishable from a real transcript. �

5 Concluding Remarks

In this paper we constructed PPKs for R04 and R05.
We list up a few open problems: Verifiable decryption for the lattice-based cryptosystems and non-

malleable proofs for plaintext knowledge for the lattice-based cryptosystems. The former has many appli-
cations. The latter are sources of interactive CCA2-secure cryptosystems.
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A Proof of Lemmas

Proof ofLemma 3.14. (1) There are two cases thatc can decrypts into 0: when bothc1 andc2 are cipher-
texts of 0 and when both are ciphertexts of 1.

Suppose thatc1, c2 ∈ E(pk,0). FromLemma 3.6, Dist
((

K1ci
0

)
, L(Bpk)

)
≤ t for i = 1, 2. By Lemma A.1

below, Thus, forc = c1 + c2 modN, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′.

Next, suppose thatc1, c2 ∈ E(pk, 1). Thus, fori = 1, 2, c̄i = ci − vi0/2 modN ∈ E(pk,0). By
Lemma A.1below, we have that for ¯c = c̄1 + c̄2 modN, Dist

((
K1c̄
0

)
, L(Bpk)

)
≤ 2t + 1. Consider the vector

c = c̄+ vi0 modN. By Lemma A.2, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t + 1+

√
K2

2 + 1 ≤ 4t = t′.

(2) Let c ∈ {0,1, . . . ,N − 1} be any ciphertext such that frc(c/d) > 1/8. Let T = γt′. Note thatT/n4 ≤
1/8 < frc (c/d). Hence, byClaim 3.7Dist

((
K1c
0

)
, L(Bpk)

)
≤ T can not hold. Thus,G(pk, c) is a NO instance

of the GapCVPγ. �

Proof ofLemma 3.15. (1) Without a loss of generality, we suppose thatc1 ∈ E(pk, 0) andc2 ∈ E(pk, 1).
Sincec1 is a legal ciphertext of 0, fromLemma 3.6, for somep1 ∈ L(Bpk), Dist

((
K1c1

0

)
,p1

)
≤ t. Sincec1
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is a legal ciphertext of 1, fromLemma 3.9, for somep2 ∈ L(Bpk), Dist
((K1(c2−vi0/2 modN)

0

)
, p2

)
≤ t. Hence,

from y = c1 + c2 − vi0/2 modN, we obtain

Dist

((
K1y
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′

by Lemma A.1.
(2) Let c ∈ {0,1, . . . ,N − 1} be any ciphertext such that frc(c/d) < 3/8. In this case, we obtain that
frc (y/d) > 1/4 in a similar way to the proof ofLemma 3.9. Let T = γt′. Note thatT/n4 ≤ 1/4 <
frc (y/d). Hence, byClaim 3.7Dist

((
K1y
0

)
, L(Bpk)

)
≤ T can not hold. Thus,G(pk, y) is a NO instance of the

GapCVPγ. �

Lemma A.1. Let pk be a public key ofR04, p1 andp2 points from L(Bpk). If for c1, c2 ∈ {0, 1, . . . ,N − 1},
Dist

((
K1c1

0

)
, p1

)
≤ d1 andDist

((
K1c2

0

)
,p2

)
≤ d2, thenDist

((
K1(c1+c2 modN)

0

)
, L(Bpk)

)
≤ d1 + d2 + 1.

Proof. RepresentK1(c1 + c2 modN) = K1(c1 + c2 + α1N). Since both vectorsc1 and c2 belong to
{0, 1, . . . ,N − 1}, we can bound|α1| ≤ 1. Consider a vectorp = Bpk

t(α1,0, . . . , 0). Thus, we obtain
that

Dist

((
K1αN

0

)
,p

)
≤ 1.

By the triangle inequality, the lemma follows. �

Lemma A.2. Let pk be a public key ofR04 and p a point from L(Bpk). If for c ∈ {0, 1, . . . ,N − 1},
Dist

((
K1c
0

)
,p

)
= d thenDist

((K1(c+vi0 modN)
0

)
, L(Bpk)

)
≤ d +

√
K2

2 + 1.

Proof. RepresentK1(c + vi0 modN) = K1(c + vi0 + α1N) for someα1 ∈ {−1,0}. Consider a vectorp′ in
L(Bpk) such thatp′ = L(Bpk)t(0, . . . , 0, 1, 0, . . . , 0) (with 1 at the (i0 + 1)-th position). By the construction

of Bpk, we have that Dist
((K1(vi0+α1N)

0

)
, p′

)
≤

√
K2

2 + 1. By the triangle inequality, the lemma follows.�

B Proof of Lemmas

Proof ofLemma 4.14.
(1) There are two cases thatc can decrypts into 0: when bothc1 andc2 are ciphertexts of 0 and when both
are ciphertexts of 1.

Suppose thatc1, c2 ∈ E(pk,0). FromLemma 4.6, Dist
((

K1ci
0

)
, L(Bpk)

)
≤ t for i = 1,2. By Lemma B.1

below, Thus, forc = c1 + c2 modq, we have that

Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t +

√
n+ 1 ≤ 4t = t′.

Next, suppose thatc1, c2 ∈ E(pk, 1). Thus, fori = 1, 2, c̄i = ci − ⌊q/2⌋un+1 modq ∈ E(pk, 0). By
Lemma B.1below, we have that for̄c = c̄1 + c̄2 modq, Dist

((
K1c̄
0

)
, L(Bpk)

)
≤ 2t +

√
n+ 1. Consider the

vectorc = c̄1+ c̄2+2⌊q/2⌋ un+1 modq. Sinceq is a prime, we have 2⌊q/2⌋ = q−1. By Lemma B.2below,
we have that Dist

((
K1c
0

)
, L(Bpk)

)
≤ 2t +

√
n+ 1+ 1 ≤ 4t = t′.

(2) Let c =
(
a
b

)
∈ Zn+1

q be any ciphertext such that|b − ⟨a, s⟩|q > q/8. Let T = γt′. Recall thatT(1 +
√

mtα/K2) ≤ q/8 < |b− ⟨a, s⟩|q. Hence, byClaim 4.7Dist
((

K1c
0

)
, L(Bpk)

)
≤ T can not hold. Thus,G(pk, c)

is a NO instance of the GapCVPγ. �

Proof ofLemma 4.15. (1) Without loss of generality, we suppose thatc1 ∈ E(pk, 0) and c2 ∈
E(pk, 1). From Lemma 4.6and Lemma 4.9, for some p1, p2 ∈ L(Bpk) Dist

((
K1c1

0

)
,p1

)
≤ t and

Dist
((

K1(c2−⌊q/2⌋un+1 modq)
0

)
, p2

)
≤ t. Hence, fromy = c1 + c2 − ⌊q/2⌋ un+1 modq, we obtain

Dist

((
K1y
0

)
, L(Bpk)

)
≤ 2t + 1 ≤ 4t = t′
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by Lemma B.1.
(2) Let c =

(
a
b

)
∈ Zn+1

q be any ciphertext such that|b− ⟨a, s⟩|q ≤ 3q/8. Lety =
(
a′

b′

)
. In this case, we obtain

that|b′−⟨a′, s⟩|q ≥ q/8. LetT = γt′. Note thatT(1+
√

mtα/K2) ≤ q/8 < |b′−⟨a′, s⟩|q. Hence, byClaim 4.7
Dist

((
K1y
0

)
, L(Bpk)

)
≤ T can not hold. Thus,G(pk, y) is a NO instance of GapCVPγ. �

Lemma B.1. Let pk be a public key ofR05, p1 and p2 points from L(Bpk). If for c1, c2 ∈ Zn+1
q ,

Dist
((

K1c1
0

)
, p1

)
= d1 andDist

((
K1c2

0

)
,p2

)
= d2, thenDist

((
K1(c1+c2 modq)

0

)
, L(Bpk)

)
≤ d1 + d2 +

√
n+ 1.

Proof. RepresentK1(c1 + c2 modq) = K1(c1 + c2 +
∑n+1

i=1 αiqui). Since both vectorsc1 andc2 belong to
{0, 1, . . . , q − 1}n+1, we can bound|αi | ≤ 1 for all i. Consider a vectorp3 = Bpk

t(α1, . . . , αn+1, 0, . . . , 0).
Thus, we obtain that

Dist

((
K1

∑n+1
i=1 αiqui

0

)
,p3

)
≤

√√√n+1∑
i=1

α2
i ≤
√

n+ 1.

By the triangle inequality, the lemma follows. �

Lemma B.2. Let pk be a public key ofR05andp a point from L(Bpk). If for c ∈ Zn+1
q , Dist

((
K1c
0

)
, p

)
= d

thenDist
((

K1(c+2⌊q/2⌋un+1 modq)
0

)
, L(Bpk)

)
≤ d + 1.

Proof. Sinceq is an odd prime, we have that 2⌊q/2⌋ = q − 1. RepresentK1(c + (q − 1)un+1 modq) =
K1(c + (q − 1)un+1 + αn+2(q − 1)un+1) for someα ∈ {−1, 0}. Consider a vectorp′ in L(Bpk) such that
p′ = L(Bpk)t(0, . . . , 0, αn+2, 0, . . . , 0) (with 1 at the (n+2)-th position). By the construction ofBpk, we have
that Dist

((
K1((q−1)un+1+αn+2(q−1)un+1)

0

)
, L(Bpk)

)
≤ 1. By the triangle inequality, the lemma follows. �

20


	1 Introduction
	2 Preliminaries
	2.1 The Ajtai-Dwork Cryptosystem and Nguyen and Stern's Embedding
	2.2 Micciancio and Vadhan's Zero-Knowledge Protocol
	2.3 Proof of Plaintext Knowledge for the Ajtai-Dwork Cryptosystem

	3 Proof of Plaintext Knowledge for the Regev'04 Cryptosystems
	3.1 The Regev'04 Cryptosystem
	3.2 Preliminaries for PPK
	3.3 From Ciphertexts to GapCVP (or Verifiable Encryption)
	3.3.1 From Ciphertexts of 0 to Instances of GapCVP
	3.3.2 From Ciphertexts of1 to Instances of GapCVP

	3.4 Lemmas
	3.5 Main Protocol

	4 Proof of Plaintext Knowledge on the Regev'05 Cryptosystem
	4.1 The Regev'05 Cryptosystem
	4.2 Preliminaries for PPK
	4.3 From Ciphertexts of 0 to Instances of GapCVP (or Verifiable Encryption)
	4.4 From Ciphertexts of 1 to Instances of GapCVP (or Verifiable Encryption)
	4.5 Definition of Relation
	4.6 Main Protocol

	5 Concluding Remarks
	A Proof of Lemmas
	B Proof of Lemmas

