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Abstract

We prove that a natural axiom system of first-order modal µ-calculus is complete with
respect to “general” models.

1 Introduction

Propositional modal µ-calculus, which is an extension of the standard propositional (multi-)modal
logic K, has great expressive power and has been widely studied (see, e.g., [2]). The syntactical
difference between modal µ-calculus and K is the fixed point operator “µ”, which binds proposi-
tional variables. Semantics of propositional modal µ-calculus is treated through Kripke models.
In each Kripke model, the set [[ϕ]] of possible worlds in which the formula ϕ is true is inductively
defined as

[[¬ϕ]] = W \ [[ϕ]],

[[ϕ∧ψ]] = [[ϕ]] ∩ [[ψ]],

[[¤ϕ]] = {w ∈ W | ∀y ∈ W(wRy =⇒ y ∈ [[ϕ]])},
[[µX.ϕ(X)]] =

⋂
{α ∈ ℘(W) | [[ϕ(α)]] ⊆ α},

where W is the set of possible worlds, R is the accessibility relation, and ℘(W) is the power set
of W. (For simplicity, we use informal notation here.) An axiom system of propositional modal
µ-calculus is obtained from that of K by adding the axiom and inference rule as follows:

ϕ(µX.ϕ(X)) → µX.ϕ(X),
ϕ(ψ) → ψ

µX.ϕ(X) → ψ.

The completeness theorem is shown in [6], which claims that a formula ϕ is provable in this system
if and only if ϕ is valid in Kripke models, i.e., ϕ is true at any world of any Kripke model.

First-order modal µ-calculus (FOMµ, for short) is the extension of propositional modal µ-
calculus with predicate symbols and first-order quantifiers. A straightforward semantics of FOMµ
is Kripke models in which quantifiers are interpreted as

[[∀x.ϕ(x)]] =
⋂

d∈D
[[ϕ(d)]]

where D is the domain of quantification. A natural axiom system of FOMµ is obtained from the
above propositional system by adding the Barcan formula (∀x.¤ϕ→ ¤∀x.ϕ) and the usual axioms
and rules for quantifiers. However, the completeness does not hold in this setting. Indeed we have
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proved that the set of valid formulas in Kripke models is not recursively enumerable (see [5]). This
implies impossibility of recursive axiomatization of FOMµ that is complete with respect to Kripke
models.

Then a question arises: Find reasonable semantics to which the natural axiomatization of
FOMµ is complete. The purpose of this paper is to give an answer to this question. We introduce
“general µ-model”, and prove the completeness theorem: A formula ϕ is provable in the system
if and only if ϕ is valid in general µ-models.

The difference between usual Kripke models and general µ-models appears in the definition of
[[µX.ϕ(X)]]. General µ-models have the definition

[[µX.ϕ(X)]] =
⋂
{α ∈ Q | [[ϕ(α)]] ⊆ α}

where Q is a fixed subset of ℘(W). When Q = ℘(W), this is equivalent to the definition in
usual Kripke models; therefore, a usual Kripke model is a special case of general µ-models. It is
interesting that FOMµ and the classical second-order predicate logic (see, e.g., Ch.22 of [1] and
Ch.4 of [3] ) are in the same situation: the natural axiomatization is complete with respect to
general models, while the set of valid formulas in usual models (special cases of general models) is
not recursively enumerable.

In Section 2, we give the definitions concerning formulas. In Section 3, we introduce general
µ-models and we show some basic properties on them. In Section 4, we axiomatize FOMµ in the
style of sequent calculus and we prove the soundness. In Section 5, we construct the “canonical
general µ-model” and we prove the completeness. From a technical point of view, “?-consistency”,
which is introduced in Section 5 is the most important device in this paper. While the usual
canonical models for standard modal logics (e.g., K) consist of maximally consistent sets (see, e.g.,
[4]), the canonical general µ-model consists of maximally ?-consistent sets. This enable us to carry
out the proof of Main Lemma 5.5 by simple induction on the length of formulas.

2 Formulas

We define a language L of FOMµ.
L consists of the following symbols: countably many individual parameters (denoted by a, b, . . .),

countably many individual variables (denoted by x, y, . . .), finite or countably many predicate sym-
bols (denoted by P,Q, . . .), countably many propositional variables (denoted by X,Y, . . .), and log-
ical symbols ¬,∧,¤,∀, µ. The set of individual parameters (individual variables, or propositional
variables) is called IndPar (IndVar, or PropVar, respectively).

Pseudo-formulas (denoted by ϕ,ψ, . . .) are constructed inductively as follows. A propositional
variable is a pseudo-formula. If P is an n-ary predicate symbol and {t1, t2, . . . , tn} ⊆ IndPar∪IndVar,
then P (t1, . . . , tn) is a pseudo-formula. If ϕ and ψ are pseudo-formulas and x ∈ IndVar, then (¬ϕ),
(ϕ∧ψ), (¤ϕ), and (∀x.ϕ) are pseudo-formulas. If ϕ is a pseudo-formula, X ∈ PropVar, and every
free occurrence of X in ϕ occurs positively, i.e., within the scope of an even number of negations,
then (µX.ϕ) is a pseudo-formula.

Note that the notions of free and bound occurrences of variables are as usual; for example, in
the pseudo-formula

(∀x.µX.(P (x, y) ∧ ¤(X∧Y )
)) ∧ Q(y) ∧ ¬X,

underlined occurrences are the only free occurrences of variables. Note also that individual pa-
rameters are not bound. FPV(ϕ) denotes the set of propositional variables that occur free in
ϕ.

If a pseudo-formula ϕ contains no free occurrences of individual variables, then ϕ is called a
formula. If a formula ϕ contains no free occurrences of propositional variables, then ϕ is called a
pure-formula. For example

• P (a, x) ∧ ¤X is a pseudo-formula, but neither a formula nor a pure-formula;

• ∀x.(P (a, x) ∧ ¤X) is a pseudo-formula and also a formula, but not a pure-formula;

• µX.∀x.(P (a, x) ∧ ¤X) is a pseudo-formula, a formula, and also a pure-formula;
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where P is a binary predicate symbol, a ∈ IndPar, x ∈ IndVar, and X ∈ PropVar.
The expression [α/χ] represents the substitution to replace the free occurrences of χ by α. For

example:
(
P (a, x) ∧ ¤X

)
[b/x] [(Q(a)∧X)/X] = P (a, b) ∧ ¤(Q(a)∧X).

(∀x.(P (a, x) ∧ ¤X)
)

[b/x] [(Q(a)∧X)/X] = ∀x.(P (a, x) ∧ ¤(Q(a)∧X)).
(
µX.∀x.(P (a, x) ∧ ¤X)

)
[b/x] [(Q(a)∧X)/X] = µX.∀x.(P (a, x) ∧ ¤X).

Let ϕ be a pseudo-formula, ψ be a formula, and X be a propositional variable. We say that the
substitution [ψ/X] causes new binding for ϕ if there is a propositional variable Y in FPV(ψ)
such that some free occurrence of X is within the scope of µY in ϕ. For example, if ϕ =(
µY.∀x.(P (a, x) ∧ ¤(X∧Y )

)) ∧ ¬X, then the substitution [(¬Y )/X] causes new binding for ϕ
because

ϕ[(¬Y )/X] =
(
µY.∀x.(P (a, x) ∧ ¤((¬Y )∧Y )

)) ∧ ¬¬Y

and the underlined Y is newly bound. A substitution is said to be safe for a pseudo-formula ϕ if
it does not causes new binding for ϕ.

A pseudo-formula ϕ′ is called an α-variant of ϕ if ϕ′ is obtained from ϕ by renaming a bound
propositional variable; that is to say, ϕ′ is obtained from ϕ by replacing a sub-pseudo-formula
µX.ψ by µY.(ψ[Y/X]) provided that Y does not occur free in ψ and that [Y/X] is safe for ψ.
Note that if ϕ′ is an α-variant of ϕ, then ϕ is an α-variant of ϕ′ because ϕ is obtained from ϕ′ by
replacing µY.(ψ[Y/X]) by µX.(ψ[Y/X][X/Y ]).

To describe pseudo-formulas, we use the usual abbreviations: (ϕ→ψ) = ¬(ϕ∧¬ψ), and ⊥ =
ρ∧¬ρ where ρ is a fixed pure-formula.

3 General µ-model

A general µ-structure is a 5-tuple 〈W,R,D,Q, I〉 as follows.

• W is a nonempty set. (The set of possible worlds.)

• R is a binary relation on W. (The accessibility relation.)

• D is a nonempty set. (The domain for individual parameters and individual variables.)

• Q is a subset of ℘(W). (The domain for propositional variables.)

• I is an interpretation of individual parameters and predicate symbols. If a is an individual
parameter, then I(a) ∈ D. If P is an n-ary predicate symbol and w ∈ W, then I(P,w) is an
n-ary predicate on D.

Let S = 〈W,R,D,Q, I〉 be a general µ-structure. A valuation on S is a function from PropVar to
Q. For a valuation V, a propositional variable Z and a set α ∈ Q, the valuation V[α/Z] is defined
by

V[α/Z](X) =

{
α (if X = Z)
V(X) (if X 6= Z)

We extend the language L by adding the names of each elements of D to the set of individual
parameters. The extended language is called L(D). The name of d is written as ḋ, and the
interpretation of names is defined by I(ḋ) = d. For a formula ϕ in L(D) and a valuation V, we
define [[ϕ]]SV (∈ ℘(W)) inductively as follows.

• [[X]]SV = V(X)．

• [[P (t1, . . . , tn)]]SV = {w ∈ W | I(P,w)(I(t1), . . . , I(tn)) = true}．
• [[¬ϕ]]SV = W \ [[ϕ]]SV．
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• [[ϕ∧ψ]]SV = [[ϕ]]SV ∩ [[ψ]]SV .

• [[¤ϕ]]SV = {w ∈ W | ∀y ∈ W(wRy =⇒ y ∈ [[ϕ]]SV)}．
• [[∀x.ϕ]]SV =

⋂
d∈D[[ϕ[ḋ/x]]]SV .

• [[µX.ϕ]]SV =
⋂{α ∈ Q | [[ϕ]]SV[α/X] ⊆ α}.

A 6-tuple 〈W,R,D,Q, I,V〉 is called a general µ-model if:

• S = 〈W,R,D,Q, I〉 is a general µ-structure; and

• [[ϕ]]SV ∈ Q for any formula ϕ in L.

Let ϕ be a formula in L. If [[ϕ]]〈W,R,D,Q,I〉
V = W for any general µ-model 〈W,R,D,Q, I,V〉,

then ϕ is said to be valid.

From now on, 〈S,V〉 represents an arbitrary general µ-model where S = 〈W,R,D,Q, I〉.

Lemma 3.1 (Properties of substitution) (1) Let ϕ be a pseudo-formula in L(D), x be an
individual variable, and ti be an individual parameter in L(D) (i.e., ti ∈ IndPar or ti is a
name). If ϕ[ti/x] is a formula in L(D) and I(t1) = I(t2), then [[ϕ[t1/x]]]SV = [[ϕ[t2/x]]]SV .

(2) Let ϕ be a formula in L(D) and X be a propositional variable. If X 6∈ FPV(ϕ), then
[[ϕ]]SV = [[ϕ]]SV[α/X] for any α ∈ Q.

(3) Let ϕ and ψ be formulas in L(D), and α ∈ Q. If [[ψ]]SV = α and the substitution [ψ/X] is
safe for ϕ, then [[ϕ[ψ/X]]]SV = [[ϕ]]SV[α/X].

Proof
(1) By induction on the length of ϕ. If ϕ = ∀y.ψ and x 6= y, we have

[[(∀y.ψ)[t1/x]]]SV = [[∀y.(ψ[t1/x])]]SV =
⋂
d∈D[[ψ[t1/x][ḋ/y]]]SV =

⋂
d∈D[[ψ[ḋ/y][t1/x]]]SV

=
⋂
d∈D[[ψ[ḋ/y][t2/x]]]SV (by induction hypotheses)

=
⋂
d∈D[[ψ[t2/x][ḋ/y]]]SV = [[∀y.(ψ[t2/x])]]SV = [[(∀y.ψ)[t2/x]]]SV .

The other cases are similar.
(2) By induction on the length of ϕ. If ϕ = µY.ψ and X 6= Y , we have

[[µY.ψ]]SV =
⋂{β ∈ Q | [[ψ]]SV[β/Y ] ⊆ β}

=
⋂{β ∈ Q | [[ψ]]SV[β/Y ][α/X] ⊆ β} (by induction hypotheses)

=
⋂{β ∈ Q | [[ψ]]SV[α/X][β/Y ] ⊆ β} = [[µY.ψ]]SV[α/X].

The other cases are similar.
(3) By induction on the length of ϕ. Suppose ϕ = µY.ρ and X 6= Y . If X 6∈ FPV(ρ), we have

[[(µY.ρ)[ψ/X]]]SV = [[µY.ρ]]SV
= [[µY.ρ]]SV[α/X] (by (2)).

If X ∈ FPV(ρ), then Y 6∈ FPV(ψ) because [ψ/X] is safe for µY.ρ. Using (2), we have

α = [[ψ]]SV = [[ψ]]SV[β/Y ] (†)

for any β ∈ Q, and then

[[(µY.ρ)[ψ/X]]]SV = [[µY.(ρ[ψ/X])]]SV =
⋂{β ∈ Q | [[ρ[ψ/X]]]SV[β/Y ] ⊆ β}

=
⋂{β ∈ Q | [[ρ]]SV[β/Y ][α/X] ⊆ β} (by induction hypotheses and (†))

=
⋂{β ∈ Q | [[ρ]]SV[α/X][β/Y ] ⊆ β} = [[µY.ρ]]SV[α/X]

The other cases are similar. QED
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Lemma 3.2 (Property of α-variant) If a formula ϕ′ in L(D) is an α-variant of ϕ, then [[ϕ]]SV =
[[ϕ′]]SV .

Proof It is enough to show [[µX.ψ]]SV = [[µY.(ψ[Y/X])]]SV provided that Y does not occur free in ψ
and that [Y/X] is safe for ψ.

[[µX.ψ]]SV =
⋂{α ∈ Q | [[ψ]]SV[α/X] ⊆ α}

=
⋂{α ∈ Q | [[ψ]]SV[α/X][α/Y ] ⊆ α} (by Lemma 3.1 (2))

=
⋂{α ∈ Q | [[ψ]]SV[α/Y ][α/X] ⊆ α}

=
⋂{α ∈ Q | [[ψ[Y/X]]]SV[α/Y ] ⊆ α} (by Lemma 3.1 (3))

= [[µY.(ψ[Y/X])]]SV .

QED

Lemma 3.3 (Monotonicity) Let ϕ be a formula in L(D), and X be a propositional variable.
Suppose that two sets α, β ∈ Q satisfy α ⊆ β. If every free occurrence of X in ϕ is positive,
i.e., within the scope of an even number of negations, then [[ϕ]]SV[α/X] ⊆ [[ϕ]]SV[β/X]. If every free
occurrence of X in ϕ is negative, i.e., within the scope of an odd number of negations, then
[[ϕ]]SV[α/X] ⊇ [[ϕ]]SV[β/X].

Proof By induction on the length of ϕ. We consider the case: ϕ = µY.ψ, X 6= Y , and X is
positive in ϕ. By the induction hypotheses, we have

[[ψ]]SV[γ/Y ][α/X] ⊆ [[ψ]]SV[γ/Y ][β/X]

for any γ ∈ Q. Then,

[[ψ]]SV[α/X][γ/Y ] ⊆ [[ψ]]SV[β/X][γ/Y ],

⋂
{γ ∈ Q | [[ψ]]SV[α/X][γ/Y ] ⊆ γ} ⊆

⋂
{γ ∈ Q | [[ψ]]SV[β/X][γ/Y ] ⊆ γ},

[[µY.ψ]]SV[α/X] ⊆ [[µY.ψ]]SV[β/X].

The other cases are similar. QED

Theorem 3.4 (Least fixed point) Let µX.ϕ be a formula in L(D). If [[µX.ϕ]]SV = α, then the
following two conditions hold:

(1) [[ϕ]]SV[α/X] = α.

(2) If [[ϕ]]SV[β/X] = β, then α ⊆ β, where β is an arbitrary element of Q.

In other words, [[µX.ϕ]]SV is the least fixed point for [[ϕ]]SV[·/X] within Q.

Proof Let R be the set {β ∈ Q | [[ϕ]]SV[β/X] ⊆ β}. Since α =
⋂
R, we have the following:

α ⊆ β, for any β ∈ R. (a)

If γ ⊆ β for any β ∈ R, then γ ⊆ α, where γ is an arbitrary element of ℘(W). (b)

Using these, we will show (1-1) [[ϕ]]SV[α/X] ⊆ α, (1-2) [[ϕ]]SV[α/X] ⊇ α, and (2) above.
Proof of (1-1). Let β be an arbitrary element of R.

[[ϕ]]SV[α/X] ⊆ [[ϕ]]SV[β/X] (by (a) and Lemma 3.3)
⊆ β (by definition of R)

Therefore, we have [[ϕ]]SV[α/X] ⊆ α by (b).
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Proof of (1-2).

[[ϕ]]SV[[[ϕ]]SV[α/X]/X] ⊆ [[ϕ]]SV[α/X] (by (1-1) and Lemma 3.3), (c)

[[ϕ]]SV[α/X] ∈ R (by (c) and definition of R), (d)

α ⊆ [[ϕ]]SV[α/X] (by (a) and (d)).

Proof of (2).

[[ϕ]]SV[β/X] = β and β ∈ Q =⇒ β ∈ R (by definition of R)
=⇒ α ⊆ β (by (a))

QED

4 Sequent calculus

We axiomatize FOMµ in the style of sequent calculus. (Sequent calculi for standard modal logics
K, S4, S5,. . . are found, e.g., in [4].) A sequent is an expression Γ ⇒ ∆ where Γ and ∆ are
finite sets of formulas in L. We describe the initial sequents and inference rules as follows, in
which a ∈ IndPar, x ∈ IndVar, X ∈ PropVar, ϕ,ϕ′, ψ are formulas in L, ρ is a pseudo-formula
in L, and Γ,∆,Π,Σ are finite sets of formulas in L; and as usual, e.g., (⇒ Γ, ϕ) represents the
sequent({} ⇒ Γ ∪ {ϕ}), and ¤Γ represents the set {¤ϕ | ϕ ∈ Γ}.

Initial sequents: ϕ⇒ ϕ

Inference rules:
Γ ⇒ ∆,ϕ ϕ,Π ⇒ Σ

Γ,Π ⇒ ∆,Σ
(Cut)

Γ ⇒ ∆
ϕ,Γ ⇒ ∆

(Weakening) Γ ⇒ ∆
Γ ⇒ ∆,ϕ

(Weakening)

Γ ⇒ ∆,ϕ

¬ϕ, Γ ⇒ ∆
(¬ Left)

ϕ, Γ ⇒ ∆

Γ ⇒ ∆,¬ϕ (¬ Right)

ϕ, Γ ⇒ ∆

ϕ∧ψ, Γ ⇒ ∆
(∧ Left)

ψ, Γ ⇒ ∆

ϕ∧ψ, Γ ⇒ ∆
(∧ Left)

Γ ⇒ ∆,ϕ Γ ⇒ ∆,ψ

Γ ⇒ ∆,ϕ∧ψ (∧ Right)

ρ[a/x], Γ ⇒ ∆

∀x.ρ, Γ ⇒ ∆
(∀ Left)

Γ ⇒ ∆, ρ[a/x]
Γ ⇒ ∆,∀x.ρ (∀ Right) provided that a does not occur in the lower sequent.

Γ ⇒ ϕ

¤Γ ⇒ ¤ϕ (¤)

ϕ[ψ/X] ⇒ ψ

µX.ϕ⇒ ψ
(µ Left) provided that [ψ/X] is safe for ϕ.

Γ ⇒ ∆,ϕ[(µX.ϕ)/X]
Γ ⇒ ∆,µX.ϕ

(µ Right) provided that [(µX.ϕ)/X] is safe for ϕ.

Γ ⇒ ∆,∀x.¤ρ
Γ ⇒ ∆,¤∀x.ρ (Barcan)

ϕ, Γ ⇒ ∆

ϕ′, Γ ⇒ ∆
(α-variant) provided that ϕ′ is an α-variant of ϕ.

Γ ⇒ ∆,ϕ

Γ ⇒ ∆,ϕ′
(α-variant) provided that ϕ′ is an α-variant of ϕ.
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We call this system Seqµ, and we write

Seqµ ` (Γ ⇒ ∆)

if there is a proof of the sequent Γ ⇒ ∆ in Seqµ.

Example of a proof in Seqµ.

¤µY.¤Y ⇒ ¤µY.¤Y
¤µY.¤Y ⇒ µY.¤Y (µ Right) ∵ ¤µY.¤Y = (¤Y )[(µY.¤Y )/Y ].

µX.¤X ⇒ µY.¤Y (µ Left) ∵ ¤µY.¤Y = (¤X)[(µY.¤Y )/X].

From now on, the letters Γ,∆, . . . may denote infinite sets of formulas in L. We write

Γ ` ϕ

if there exists a finite subset Γ ′ of Γ such that Seqµ ` (Γ ′ ⇒ ϕ). Note that “` ϕ” is equivalent to
“Seqµ ` (⇒ ϕ)”.

Lemma 4.1 If Seqµ ` (ψ1, . . . , ψm ⇒ ϕ1, . . . , ϕn), then
(
[[ψ1]]SV ∩ · · · ∩ [[ψm]]SV

) ⊆ (
[[ϕ1]]SV ∪ · · · ∪ [[ϕn]]SV

)

holds for any general µ-model 〈S,V〉 (= 〈W,R,D,Q, I,V〉), where the left-hand side is W if m = 0,
and the right-hand side is empty if n = 0.

Proof By induction on the length of the proof of (ψ1, . . . , ψm ⇒ ϕ1, . . . , ϕn) in Seqµ. We divide
cases according to the last inference rule of the proof, and here we show two cases (the other cases
are similar).

(Case 1) The proof is of the form

....
ϕ[ψ/X] ⇒ ψ

µX.ϕ⇒ ψ.
(µ Left)

Then,

[[ϕ]]SV[[[ψ]]SV/X] = [[ϕ[ψ/X]]]SV ⊆ [[ψ]]SV (by Lemma 3.1(3) and induction hypothesis), (a)

[[µX.ϕ]]SV ⊆ [[ψ]]SV (by (a) and the definition of [[µX.ϕ]]SV).

Note that the fact [[ψ]]SV ∈ Q is guaranteed by the definition of general µ-model.
(Case 2) The proof is of the form

....
Γ ⇒ ∆,ϕ[(µX.ϕ)/X]

Γ ⇒ ∆,µX.ϕ.
(µ Right)

We have

[[ϕ[(µX.ϕ)/X]]]SV = [[ϕ]]SV[[[µX.ϕ]]SV/X] = [[µX.ϕ]]SV (by Lemma 3.1(3) and Theorem 3.4).

Then the claim of this lemma is shown by the induction hypothesis. QED

We show the soundness of the axiom system of FOMµ.

Theorem 4.2 (Soundness) If ` ϕ, then ϕ is valid, where ϕ is an arbitrary formula in L.

Proof By Lemma 4.1 (m = 0 and n = 1). QED
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5 Canonical µ-model

The completeness is proved by using the canonical µ-model. For this argument, we fix an enumer-
ation of pure-formulas and an enumeration of propositional variables in L. The n-th pure-formula
and n-th propositional variable are denoted respectively by Fn and Xn. In other words, {F1,F2, . . .}
is the set of pure-formulas in L and {X1,X2, . . .} = PropVar such that Fi 6= Fj and Xi 6= Xj if
i 6= j.

Given a pseudo-formula ϕ in L, we define ϕ? as follows:

ϕ? = ϕ[Fn1/Xn1 ][Fn2/Xn2 ] · · · [Fnk
/Xnk

]

where {Xn1 ,Xn2 , . . . ,Xnk
} = FPV(ϕ). Since Fn1 ,Fn2 , . . . ,Fnk

are pure-formulas, ϕ? satisfies the
following conditions:

• The definition of ϕ? is independent of the order of the substitutions [Fn1/Xn1 ], . . . , [Fnk
/Xnk

].

• The substitution [Fi/Xi] does not cause new binding of any variables.

• If ϕ is a formula, then ϕ? is a pure-formula.

For a set Γ of formulas, Γ ? denotes the set {ϕ? | ϕ ∈ Γ}.
We introduce some notions about sets of formulas. In the following, Γ denotes a set of formulas

in L.

• Γ is ?-inconsistent def⇐⇒ Γ ? ` ⊥.

• Γ is ?-consistent def⇐⇒ Γ is not ?-inconsistent, i.e., no finite ∆ ⊆ Γ ? satisfies Seqµ ` (∆⇒ ⊥).

• Γ is maximal def⇐⇒ ϕ ∈ Γ or (¬ϕ) ∈ Γ holds for any formula ϕ in L.

• Γ has ∀-property def⇐⇒ Γ satisfies the following condition for any formula ∀x.ϕ in L:

If ϕ[a/x] ∈ Γ for any a ∈ IndPar, then (∀x.ϕ) ∈ Γ .

• Γ has pure-∀-?-derivability def⇐⇒ Γ satisfies the following condition for any pure-formula ∀x.ϕ
in L:

If Γ ? ` ϕ[a/x] for any a ∈ IndPar, then Γ ? ` ∀x.ϕ.

Lemma 5.1 (Properties of ?-consistency) (1) If a set Γ of formulas in L is ?-consistent,
then at least one of the sets Γ ∪ {ϕ} and Γ ∪ {¬ϕ} is ?-consistent, for any formula ϕ in L.

(2) If a finite set Γ ∪ {¬∀x.ϕ} of formulas in L is ?-consistent, then there exists an individual
parameter a such that the set Γ ∪ {¬∀x.ϕ,¬ϕ[a/x]} is ?-consistent.

Proof (1) Easy.
(2) We take an individual parameter a that does not occur in Γ ?∪{(¬∀x.ϕ)?}. (Such an individual
parameter exists because of the infinity of IndPar.) If Seqµ ` (Γ ?, (¬∀x.ϕ)?, (¬ϕ[a/x])? ⇒ ⊥), then
Seqµ ` (Γ ?, (¬∀x.ϕ)?,⇒ ⊥) using the inference rules (∀ Right) and others. Note that (¬ϕ[a/x])? =
¬(ϕ?[a/x]) and (¬∀x.ϕ)? = ¬∀x.(ϕ?). QED

Lemma 5.2 (Properties of maximal ?-consistency) If a set Γ of formulas in L is ?-consistent
and maximal, then the following conditions hold for any formulas ¬ϕ, ϕ∧ψ, ∀x.ϕ in L, and any
pure-formula ρ in L.

(1) (¬ϕ) ∈ Γ if and only if ϕ 6∈ Γ .

(2) (ϕ∧ψ) ∈ Γ if and only if (ϕ ∈ Γ and ψ ∈ Γ ).

(3) If (∀x.ϕ) ∈ Γ , then (ϕ[a/x]) ∈ Γ for any a ∈ IndPar.

(4) ρ ∈ Γ if and only if Γ ? ` ρ.
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Proof Easy. Here we show only the if-part of (4).

ρ 6∈ Γ =⇒ (¬ρ) ∈ Γ (∵ Γ is maximal)
=⇒ (¬ρ)? = (¬ρ) ∈ Γ ? (∵ ρ is a pure-formula)
=⇒ Γ ? ` ¬ρ =⇒ Γ ? 6` ρ (∵ Γ is ?-consistent)

QED

Lemma 5.3 (Properties of pure-∀-?-derivability) (1) If a set Γ of formulas in L has pure-
∀-?-derivability, then the set Γ ∪ {ϕ} also has pure-∀-?-derivability, for any formula ϕ in
L.

(2) If a set Γ ∪{¬∀x.ϕ} of formulas in L is ?-consistent and has pure-∀-?-derivability, then there
exists an individual parameter a such that the set Γ ∪ {¬∀x.ϕ, ¬ϕ[a/x]} is ?-consistent.

(3) If a set Γ of formulas in L is ?-consistent, maximal and having ∀-property, then the set
{ϕ | ¤ϕ ∈ Γ} has pure-∀-?-derivability.

Proof (1) Let ∀x.ψ be an arbitrary pure-formula.

Γ ? ∪ {ϕ?} ` ψ[a/x] for any a ∈ IndPar

=⇒ Γ ? ` (ϕ?→ψ)[a/x] for any a ∈ IndPar

=⇒ Γ ? ` ∀x.(ϕ?→ψ) (by pure-∀-?-derivability of Γ )

=⇒ Γ ? ` ϕ?→∀x.ψ (∵ x does not occur free in ϕ?)

=⇒ Γ ? ∪ {ϕ?} ` ∀x.ψ.
(2) Suppose Γ ∪ {¬∀x.ϕ} has pure-∀-?-derivability.

Γ ∪ {¬∀x.ϕ,¬ϕ[a/x]} is ?-inconsistent for any a ∈ IndPar

=⇒ Γ ? ∪ {¬∀x.(ϕ?)} ` ϕ?[a/x] for any a ∈ IndPar

=⇒ Γ ? ∪ {(¬∀x.ϕ)?} ` ∀x.(ϕ?) (by pure-∀-?-derivability of Γ ∪ {¬∀x.ϕ})
=⇒ Γ ∪ {¬∀x.ϕ} is ?-inconsistent.

(3) Let ∀x.ψ be an arbitrary pure-formula.

{ϕ | ¤ϕ ∈ Γ}? ` ψ[a/x] for any a ∈ IndPar

=⇒ Γ ? ` ¤ψ[a/x] for any a ∈ IndPar (by the rule (¤))

=⇒ (¤ψ[a/x]) ∈ Γ for any a ∈ IndPar (by Lemma 5.2(4))

=⇒ (∀x.¤ψ) ∈ Γ (by ∀-property of Γ )

=⇒ Γ ? ` ∀x.¤ψ (by Lemma 5.2(4))

=⇒ Γ ? ` ¤∀x.ψ (by the rule (Barcan))

=⇒ (¤∀x.ψ) ∈ Γ (by Lemma 5.2(4))

=⇒ (∀x.ψ) ∈ {ϕ | ¤ϕ ∈ Γ}?

=⇒ {ϕ | ¤ϕ ∈ Γ}? ` ∀x.ψ.
QED

Lemma 5.4 (Extension of ?-consistent sets) (1) If a set Γ of formulas in L is finite and
?-consistent, then there exists a set ∆ of formulas in L such that:

Γ ⊆ ∆, and ∆ is ?-consistent, maximal, and having ∀-property. (†)
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(2) If a set Γ of formulas in L has pure-∀-?-derivability and is ?-consistent, then there exists a
set ∆ of formulas in L such that the above condition (†) holds.

Proof (The proofs of (1) and (2) are the same except some additional description for (2), which
are represented by square brackets.) Let ϕ1, ϕ2, . . . be an enumeration of all the formulas in L.
We define sets Γ, Γ, Γ, . . . so that each Γi is ?-consistent [and also having pure-∀-?-derivability],
inductively as follows.

(Step 0) Γ = Γ .

(Step k) Suppose Γk− is already defined. We divide cases according to Γk− and ϕk.

(Case 1) Γk− ∪ {ϕk} is ?-consistent. In this case, Γk = Γk− ∪ {ϕk}.
(Case 2) Γk− ∪ {ϕk} is ?-inconsistent. In this case, Lemma 5.1(1) guarantees that Γk− ∪

{¬ϕk} is ?-consistent. If ϕk = ∀x.ψ for some x and ψ, then Γk = Γk− ∪ {¬ϕk(=
¬∀x.ψ),¬ψ[a/x]} for some a ∈ IndPar such that Γk is ?-consistent. The existence of
such an individual parameter a is guaranteed by Lemma 5.1(2) or Lemma 5.3(1)(2). If
ϕk 6= ∀x.ψ for any x and ψ, then Γk = Γk− ∪ {¬ϕk}.

[Lemma 5.3(1) guarantees that Γk has pure-∀-?-derivability.]

Then we define ∆ =
⋃∞
i= Γi. It is easy to show that ∆ satisfies the required conditions. QED

We define the canonical structure Sc = 〈Wc,Rc,Dc,Qc, Ic〉 and the canonical valuation Vc as
follows.

• Wc = {Γ | Γ is a set of formulas in L that is ?-consistet, maximal, and having ∀-property}.
• ΓRc∆ ⇐⇒ if (¤ϕ) ∈ Γ then ϕ ∈ ∆, for any formula ϕ in L.

• Dc = IndPar.

• Qc = {Vc(X) | X ∈ PropVar}, where Vc(X) is defined below.

• Ic(P, Γ )(a, . . . , an) = true ⇐⇒ P (a, . . . , an) ∈ Γ．
• Ic(a) = a．

• Vc(X) = {Γ ∈ Wc | X ∈ Γ}.
Note that Wc is nonempty because of the existence of a finite ?-consistent set (e.g., ∅) and Lemma
5.4(1).

Lemma 5.5 (Main lemma) The canonical structure Sc and the canonical valuation Vc satisfy
the property:

ϕ ∈ Γ if and only if Γ ∈ [[ϕ]]Sc
Vc

for any formula ϕ in L and any set Γ in Wc.

Proof By induction on the length of ϕ. We divide cases according to ϕ.
(Case 1) ϕ = X.

X ∈ Γ ⇐⇒ Γ ∈ Vc(X) ⇐⇒ Γ ∈ [[X]]Sc
Vc
.

(Case 2) ϕ = P (a1, . . . , an).

P (a1, . . . , an) ∈ Γ ⇐⇒ Ic(P, Γ )(Ic(a), . . . , Ic(an)) = true

⇐⇒ Γ ∈ [[P (a, . . . , an)]]Sc
Vc
.

(Case 3) ϕ = ¬ψ.

(¬ψ) ∈ Γ ⇐⇒ ψ 6∈ Γ (Lemma 5.2(1))
⇐⇒ Γ 6∈ [[ψ]]Sc

Vc
(induction hypotheses)

⇐⇒ Γ ∈ [[¬ψ]]Sc
Vc
.
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(Case 4) ϕ = ψ∧ρ.

(ψ∧ρ) ∈ Γ ⇐⇒ ψ ∈ Γ and ρ ∈ Γ (Lemma 5.2(2))
⇐⇒ Γ ∈ [[ψ]]Sc

Vc
and Γ ∈ [[ρ]]Sc

Vc
(induction hypotheses)

⇐⇒ Γ ∈ [[ψ∧ρ]]Sc
Vc
.

(Case 5) ϕ = ∀x.ψ.

(∀x.ψ) ∈ Γ ⇐⇒ (
ψ[a/x] ∈ Γ )

for any a ∈ IndPar (Lemma 5.2(3) and ∀-property)
⇐⇒ (

Γ ∈ [[ψ[a/x]]]Sc
Vc

)
for any a ∈ IndPar (induction hypotheses)

⇐⇒ (
Γ ∈ [[ψ[ȧ/x]]]Sc

Vc

)
for any a ∈ Dc (Lemma 3.1(1))

⇐⇒ Γ ∈ [[∀x.ψ]]Sc
Vc
.

(Case 6) ϕ = ¤ψ. It is easy to show

(¤ψ) ∈ Γ =⇒ Γ ∈ [[¤ψ]]Sc
Vc

by the definition of Rc and the induction hypothesis. For the converse, it is enough to show

(¬¤ψ) ∈ Γ =⇒ (
ΓRc∆ and ∆ 6∈ [[ψ]]Sc

Vc

)
for some ∆ ∈ Wc.

We define the set Π as

Π = {ρ | ¤ρ ∈ Γ} ∪ {¬ψ},

and suppose (¬¤ψ) ∈ Γ . Then Π is ?-consistent because otherwise Γ ? ` ¤ψ? (by the rule (¤))
and Γ would be ?-inconsistent. Moreover, Π has pure-∀-?-derivability (by Lemma 5.3(1)(3)). Then
we can apply Lemma 5.4(2) to Π, and we get the required set ∆. The fact ∆ 6∈ [[ψ]]Sc

Vc
is shown by

the induction hypothesis.
(Case 7) ϕ = µX.ψ. We have the following.

Γ ∈ [[µX.ψ]]Sc
Vc

⇐⇒ Γ ∈
⋂
{α ∈ Qc | [[ψ]]Sc

Vc[α/X] ⊆ α}

⇐⇒ ((
[[ψ]]Sc

Vc[α/X] 6⊆ α
)

or Γ ∈ α)
for any α ∈ Q

⇐⇒ ((
[[ψ]]Sc

Vc[Vc(Xi)/X] 6⊆ Vc(Xi)
)

or Γ ∈ Vc(Xi)
)

for any i

⇐⇒
(((

∆ ∈ [[ψ]]Sc
Vc[Vc(Xi)/X] and ∆ 6∈ Vc(Xi)

)
for some ∆ ∈ Wc

)
or Γ ∈ Vc(Xi)

)
for any i

⇐⇒
(((

∆ ∈ [[ψ′[Xi/X]]]Sc
Vc

and ∆ 6∈ Vc(Xi)
)

for some ∆ ∈ Wc

)
or Γ ∈ Vc(Xi)

)
for any i

(by Lemma 3.1(3) and Lemma 3.2, where ψ′ is an α-variant of ψ such that the
substitution [Xi/X] is safe for ψ′)

⇐⇒
(((

ψ′[Xi/X] ∈ ∆ and Xi 6∈ ∆
)

for some ∆ ∈ Wc

)
or Xi ∈ Γ

)
for any i

(by the induction hypothesis for ψ′[Xi/X] and the definition of Vc(Xi)).
(†)

Using this equivalence, we prove

(µX.ψ) ∈ Γ ⇐⇒ Γ ∈ [[µX.ψ]]Sc
Vc
.

(Proof of =⇒) It is enough to show
(({µX.ψ,¬Xi} ⊆ Γ

)
=⇒ ({ψ′[Xi/X],¬Xi} ⊆ ∆, for some ∆ ∈ Wc

))
for any i,

because of the above equivalence (†) and the fact that ¬Xi ∈ Γ (or ∆) ⇐⇒ Xi 6∈ Γ (or ∆); then, it
is enough to show

({µX.ψ,¬Xi} ⊆ Γ
)

=⇒ ({ψ′[Xi/X],¬Xi} is ?-consistent
)

(‡)
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for any i, because the ?-consistent set {ψ′[Xi/X],¬Xi} can be extended to the set ∆ ∈ Wc by
Lemma 5.4(1). We show the contraposition of (‡):
{ψ′[Xi/X],¬Xi}? ` ⊥ =⇒ Seqµ `

(
(ψ′[Xi/X])? ⇒ X?i

)
=⇒ Seqµ `

(
ψ′?

′
[Fi/X] ⇒ Fi

)
=⇒ Seqµ `

(
µX.(ψ′?

′
) ⇒ Fi

)
(by the rule (µ Left))

=⇒ Seqµ `
(
(µX.ψ)?, (¬Xi)? ⇒ ⊥)

(by the rule (α-variant) and others)
=⇒ {µX.ψ, ¬Xi} is ?-inconsistent and cannot be a subset of Γ ;

where ψ′?
′
= ψ′[Fn1/Xn1 ][Fn2/Xn2 ] · · · [Fnk

/Xnk
] and {Xn1 ,Xn2 , . . . ,Xnk

} = FPV(ψ′) \ {X}.
(Proof of ⇐=) Suppose Γ ∈ [[µX.ψ]]Sc

Vc
. Since (µX.ψ)? is a pure-formula, there exists a number

j such that

(µX.ψ)? = Fj = (Xj)?.

Then, the above equivalence (†) guarantees that at least one of the following holds:

(1)
(
ψ′[Xj/X] ∈ ∆ and ¬Xj ∈ ∆

)
for some ∆ ∈ Wc, where ψ′ is an α-variant of ψ such that the

substitution [Xj/X] is safe for ψ′.

(2) Xj ∈ Γ .

However, the condition (1) cannot hold because {ψ′[Xj/X],¬Xj} is ?-inconsistent; this is shown
by the following proof in Seqµ :

ψ′?
′
[(µX.(ψ′?

′
))/X] ⇒ ψ′?

′
[(µX.(ψ′?

′
))/X]

ψ′?
′
[(µX.(ψ′?

′
))/X] ⇒ µX.(ψ′?

′
)

(µ Right)
.... (α-variant)

(ψ′[Xj/X])? ⇒ (Xj)?....
(ψ′[Xj/X])?, (¬Xj)? ⇒ ⊥

where ψ′?
′
= ψ′[Fn1/Xn1 ][Fn2/Xn2 ] · · · [Fnk

/Xnk
] and {Xn1 ,Xn2 , . . . ,Xnk

} = FPV(ψ′)\{X}. Then
the condition (2) holds, and we have (µX.ψ) ∈ Γ ; otherwise (¬µX.ψ) ∈ Γ while {Xj ,¬µX.ψ} is
?-inconsistent. QED

Theorem 5.6 The canonical structure Sc = 〈Wc,Rc,Dc,Qc, Ic〉 and the canonical valuation Vc

form a general µ-model; that is to say, [[ϕ]]Sc
Vc
∈ Qc for any formula ϕ in L.

Proof For any ϕ, there is a number i such that

ϕ? = Fi = (Xi)?.

Then we have

[[ϕ]]Sc
Vc

= Vc(Xi) ∈ Qc

by Lemma 5.5, Lemma 5.2(1), and the fact that {ϕ,¬Fi} and {¬ϕ,Fi} are ?-inconsistent. QED

Now we can show the completeness of the axiom system of FOMµ.

Theorem 5.7 (Completeness for pure-formulas) Let ϕ be an arbitrary pure-formula in L. If
ϕ is valid, then ` ϕ.

Proof If ϕ is valid, then [[ϕ]]Sc
Vc

= Wc for the canonical model 〈Sc,Vc〉. Then we have ` ϕ;
otherwise, the set {¬ϕ} is ?-consistent (note that ϕ? = ϕ) and Lemma 5.4(1) implies the existence
of a set Γ ∈ Wc such that ¬ϕ ∈ Γ—this means [[ϕ]]Sc

Vc
6= Wc by Lemma 5.5. QED

Theorem 5.8 (Completeness) Let ϕ be an arbitrary formula in L. If ϕ is valid, then ` ϕ.

Proof Suppose FPV(ϕ) = {X1, X2, . . . , Xn}. We change the definitions of pure-formulas and
of ψ? by considering X1, X2, . . . , Xn to be 0-ary predicate symbols. Then, we carry out all the
arguments of this section that lead Theorem 5.7. This brings the completeness for ϕ. QED
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